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Buffer-Aided Relaying Protocols for Cooperative
FSO Communications

Chadi Abou-Rjeily,Senior Member IEEEand Wissam Fawa&enior Member IEEE

Abstract—In this paper, we consider the problem of relay- relay-destination links. On the other hand, selectiveyielg
assisted Free Space Optical (FSO) communications in the @s privileges the transmission along the strongest end-tbliek
where the relays are equipped with buffers of finite size. The ,,5 ensuring enhanced performance levels at the expense of

high directivity of the FSO links clearly distinguishes cogerative - . . .
FSO networks from their Radio Frequency (RF) counterparts a7 increased system complexity owing to the need to acquire

thus motivating the design of FSO-specific Buffer-Aided (BA the full CSI [6], [7]. The strength of the two-hop S-R-D link
cooperative protocols. We propose three novel Decode-and-is dominated by the weakest of its hops and this protocol is
Forward (DF) relaying protocols that are adapted to the natue  referred to as thenax-minrelaying in the open literature on
of FSO transmissions and that are capable of achieving diffent Radio Frequency (RF) wireless communication systems [8].

levels of tradeoff between outage probability, average p&et . : .
delay and system complexity. (i): The BA selective relaying It has been proven that both all-active and selective retayi

protocol that can be implemented in the presence of Channel €xtract the full diversity gain and that the superiority bt
State Information (CSI) and that outperforms the RF max-link latter resides in an enhanced coding gain [9]. More recently

protocol with a reduced delay. (ii): The BA all-active relaying inter-relay cooperation has been introduced to furthersboo

protocol that can be implemented in the absence of CSI. This yhq reliapility of FSO networks in the case where FSO links
constitutes the simplest protocol with the best delay perfonance .
are established between the relays [10].

at the expense of a degraded outage performance. (iii): The X o !
BA load-balanced selective protocol where supplementary $O While the existing FSO cooperative schemes [1]-[7], [9],
communications are triggered along the inter-relay links br a  [10] and their RF counterparts [8] assume that the relays hav

more balanced distribution of the packets among the buffers no storage capabilities, more recent research effortsdveto
While the last protocol incurs the highest signaling complgity, around buffer-aided cooperative systems where bufferg (da

it results in significant performance gains with a delay thatis .
comparable to that of the BA selective protocol. A Markov chian queues) are introduced at the relay nodes [11]-[16]. In the

analysis is adopted for evaluating the system outage probdly ~ context of RF systems, it has been proven in the open literatu
and the average packet delay where the corresponding state that the deployment of buffers improves both the through-

transition matr!ces are derived in the cases of both symmeitcal put and diversity gains at the expense of increased packet
and asymmetrical networks. delays [11]-[16]. To improve the performance of thex-

Index Terms—Free-Space Optics, cooperation, buffers, relay min protocol where the same relay is selected for reception
selection, all-active relaying, load balancing. and transmission, the RFax-maxprotocol was introduced
in [11]. This corresponds to a two-slot protocol where the
relay with the best S-R link is selected for reception in
the first slot while the relay with the strongest R-D link is

Cooperative communication constitutes an active reseaigdlected for transmission in the second slot. The presence
area due to its ability to enhance the reliability and exteng} puffers ensures that different relays can be selected for
the coverage of wireless networks while using the existiRg ireception and transmission thus reducing the system outage
frastructure. Cooperative techniques were widely ingaséd probability. The RFmax-link protocol was proposed in [12]
in the context of Free Space Optical (FSO) communicatigphere communications take place along the strongest liaik th
systems as a means of mitigating the limiting effects ¢f selected from all available S-R and R-D links. Leveraging
the turbulence induced atmospheric scintillation [1]-{Vhe the static two-slot allocation, theax-link protocol doubles
existing research in the area of cooperative FSO communigge achievable diversity gain as compared tortrex-minand
tionS reVOlVeS mainly around a||—aCtive and Selective ﬂ!ﬂir‘-a max_maxprotoco's' Themax_"nk protoco' that iS based on
relaying that can be implemented in the absence and presepg@ode-and-Forward (DF) cooperation [12] was extended to
of channel state information (CSI), respectively. Alliget the context of Amplify-and-Forward (AF) cooperation in [13
relaying [1]-{5] constitutes a simple and efficient twotslop hyprid buffer-aided RF cooperation scheme that combines
scheme where the information packet is transmitted from tige advantages of thmax-maxand max-link protocols was
source (S) to the relays (R’s) in the first slot and, subsettyjenproposed and analyzed in [14]. On the other hand, [15]
forwarded from the relays to the destination (D) in the Sdcorﬂargeted the issue of packet delay and proposed an appgmpria
slot. In this context, no preference is given to any of thaysl relaying scheme where a higher priority is given to the R-
regardless of the strengths of the underlying source-rtaly p |inks compared to the S-R links in an attempt to empty

_ , ~the buffers at a higher pace and, hence, minimize the average
The authors are with the Department of Electrical and Coerp#ngi-

neering of the Lebanese American University (LAU), PO boxoBg 961, packet delay- Fina”y' a relay selection scheme that iscbase
Lebanon. (e-mails{chadi.abourjeily,wissam.fawa@Ilau.edu.lb). both the channel state and the buffer state was proposed and
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analyzed in [16] where it has been proven that this selectiof introducing FSO-tailored schemes that are appealing in
results in a smaller average packet delay compared tméhe leveraging the excessive delays from which RF BA systems
link selection. Finally, it is worth noting that the buffer-aitle suffer while maintaining advantageous diversity gains.
(BA) relaying techniques are capable of benefiting from both
the spatial diversity and time diversity where the inforimat  More specifically, we propose and analyze three novel
packets are stored until the channel conditions become m&#& FSO relaying protocols. (i): The BA selective relay-
favorable. Compared to the time diversity methods that aireg protocol where, in each time slot, the source transmits
based on packet interleaving and network coding, the B#long a selected S-R link while a selected relay concurrentl
relaying technigues do not incur any data-rate loss and angnsmits to D. Both selections are based on the states of
involved joint encoding/decoding, respectively. With tkeent the relays’ buffers and on the strengths of the underlying
advances in the storage technologies, storage capabittie FSO channels, thus, necessitating the acquirement of the
be incorporated at the communicating nodes with a margirfall CSI. Following from the FD capability at the relays,
increase in the cost. the same relay can be selected for reception and transmis-
To the authors’ best knowledge, despite the extensive Igion. (ii): The BA all-active relaying protocol that can be
erature on BA cooperation in RF systems [11]-[16], thisnplemented in the absence of CSI where all available S-
problem has never been considered to date in the contBxtand R-D links are simultaneously activated. In this case,
of FSO communications. Some recent work on BA relayindpe source serves as an orchestrator for the S-R links in
was performed for two-hop single-relay mixed RF and hybridrder to avoid overloading the buffers with redundant egdi
RF/FSO systems [17]; however, this work is mainly driven bgf the same packet. Through an Acknowledgement/Negative-
the presence of the RF links and, hence, is not directlyeélatAcknowledgement (ACK/NACK) mechanism between the
to the scenario that we consider in this paper. For the systeource and relays, the packet is retained at the relay with
considered in [17], a number of mobile users communicatiee smallest buffer size and dropped from the remaining
with a relay over RF links in the first hop while, in the secondelays. The concurrent transmissions along the R-D links
hop, the relay transmits the information to the destinati@mpty the buffers at a faster pace making this scheme the
over a hybrid RF/FSO link where a RF link is employedanost advantageous one in terms of the average delay. (iii):
as a backup for the FSO link. Given that the S-R and R+e BA load-balanced selective protocol that is inspireanfo
D RF communications occur in the same frequency barttie non-BA inter-relay cooperation scheme [10] and that can
the relay that operates in the half-duplex (HD) mode (withe implemented when FSO links are established between the
respect to the RF links) needs to adaptively switch betweesglays. This load balancing approach is intended to comple-
reception and transmission. This resource allocationlprmob ment the BA selective scheme in the case of asymmetrical
that is imposed by the RF links differs substantially frore thnetworks. For such networks, some buffers might be full(res
pure FSO relaying problem that we consider in this papempty) most of the time and, hence, the corresponding relays
where the FSO relays operate in the full-duplex (FD) modmn not be selected for reception (resp. transmission) #ven
and can simultaneously receive from S and transmit to D. Ittisey possess the strongest links thus deteriorating thegeut
important to note that even though the proposed bufferdaidperformance. The load balancing scheme attempts to equaliz
architecture may have a slightly higher cost relative to thbe occupancies of the different buffers by moving the ptcke
existing buffer-free relay-assisted FSO systems, the @gde from the more congested buffers to the less congested buffer
sharp reduction in the pricing of FSO systems as well &s in [12], [14], [15], we analyze the proposed schemes in
buffering would render the studied protocols viable in tegtn terms of outage probability and average delay based on the
ten years. In point of fact, FSO systems and their associatbéoretical framework that models the evolution of the yela
equipment are getting more and more mature and their colstdfers as a Markov chain. Finally, it is worth noting thatileh
are thus expected to decrease rapidly with time. the main strength of buffer-aided solutions (whether in the
In this paper, we consider the problem of BA relay-assist@dntext of RF or FSO communications) resides in reducing
FSO communication systems. These systems differ substre outage probability, this advantage is associated with a
tially from their RF counterparts making it crucial to prgeo delay rendering such solutions more suitable for delagréwit
relaying protocols that are adapted to the nature of FSfpplications. In this context, the subsequent analysisvsho
transmissions. In fact, while RF transmissions have a lwastd that the proposed schemes are capable of achieving differen
nature, FSO transmissions are highly directional implyinigvels of compromise between reliability and delay. Whiile t
that more than one FSO link can be concurrently activatsdlective schemes achieve the highest performance l¢kiels,
without incurring any interference. Moreover, the FSO ysla proposed all-active scheme results in very small delays. In
can smoothly operate in a FD manner since different aligndds context, it is worth highlighting that delays can shi
transceivers are deployed for the sake of establishing theperienced by packets in the case of conventional buféer-f
wireless connections with the source and destination nodesay-assisted FSO systems since a packet that is not tgrrec
Therefore, unlike the RF-BA-HD cooperative systems [11]received by D would need to be buffered at S for future
[16] that are restricted by the need to limit transmissiams tetransmission. Finally, the presence of the RF backuys link
only one node in each time slot, FSO systems can supppractical systems can leverage the delay requirementsewher
multiple simultaneous S-R and R-D transmissions. This suthrese links can be used to carry the part of the information
stantially alters the system design and offers the capgbilthat is highly delay-sensitive.



R, to install the transceivers in a way to avoid interferenctawi

the existing nodes. In case these nodes have no information
~< _'D:-j’}a to communicate, they can serve as relays for assisting S in it
rl: communication with D. This constitutes a major advantage of
_.":/ cooperative systems where no additional infrastructuezise
\i/ R, to be deployed. In this context, multiple FSO transceivees a
- present at the destination, each of which is installed fer th
j /-Y ’k—‘;agge:t!—n(-\ v{ sake of est.ablis.hing Wirgless connectivity .With a cert@lay
s (< 1 ) as shown in Fig. 1. This holds for practical FSO networks
: D whether user cooperation (BA or non-BA) is implemented or
r ~ not. In the case where FSO links are preestablished between

the relays, these links can be further exploited to improve
the system performance. In this paper, we consider the two

\;/ Ry« scenarios of the absence and presence of such inter-nelay li
—== For simplicity, inter-relay links are assumed to exist bextw
< 4@] —>}" two consecutive relays;R-Ry, for k = 2,..., K as shown in
Lsizo buffor Fig. 1. Finally, it is worth noting that the inter-relay lislare

. e aided _ Wit 1o o buft not deployed for the sake of assisting S in its communication
of size L. The dashed linke aré actvated only in the case of inteyrel With D, but for the sake of establishing wireless links over
cooperation (load balancing). In practice, the relaysrmassarbitrary positions. Which the involved nodes (the relays) can communicate their

information. In other words, we are not proposing to add the
inter-relay links in case they did not exist, but rather we ar
Il. SYSTEM MODEL proposing a relaying protocol that takes advantage from the
potential presence of these links for the sake of achieving
enhanced performance levels.
Consider a cooperative FSO network where a source nodé-ollowing from the non-broadcast nature of FSO transmis-
S communicates with a destination node D through a clustgons, separate FSO transceivers are deployed at each relay
of K relays denoted by R ..., Rx as shown in Fig. 1. for the sake of establishing wireless links with S and D (and,
We assume that no direct link exists between S and D dymssibly, with the neighboring relays) as shown in Fig. 1.
for example, to the large distance separating these nodesvi@reover, the different FSO links do not interfere with each
to a blocked line-of-sight link inflicted by the geograpHicaother owing to the high directivity of the laser light beams.
constraints. We also assume that the relays operate in the DHese facts overwhelmingly impact the design of coopezativ
mode where the packets received from S are decoded pHS8O networks where the two following implications arise.
to their retransmission to D. The source node is assum@d The relays can receive from S (or the previous relay)
to have an infinite supply of data in the sense that theamd transmit to D (or the next relay) at the same time and,
is always a packet ready for transmission at each time slatturally, the FSO relays operate in the FD mode. (ii): Umlik
On the other hand, each relay is equipped with a buff®F networks, multiple transmissions can occur simultasou
(data queue) of sizd, (in number of packets) where thealong the S-R, R-D and R-R links which positively impacts
packets received at a certain relay can be temporarilygibre the throughput of the network.
the communication conditions along the correspondingyrela For simplicity of notation, the source and destination reode
destination link are not favorable. The number of packeteén will be denoted by R and R« 1, respectively. Denote bj; ,
buffer at thek-th relay is denoted b, (where0 < I, < L) for the irradiance along the link;/R;. In this work, we adopt the
k =1,..., K. Finally, the communication between any twggamma-gamma model where the probability density function
nodes in the network involves the ACK/NACK mechanisnipdf) of the irradiance is given by:
where the receiver informs the transmitter about the packet

A. Basic Parameters

reception status. fis(h) = 2(vi 3 3i,5) i P2 plais+Big)/2—1
We assume that the packet duration extends over the coher- - I(ai )I(Bi;)
ence time of the FSO channel in order to capture the quasi Koy, i, (2 ai,jﬂi,jh) . h>0, (1)

static fading nature of the FSO links. For example, for a
coherence time of 1 msec [18] at a data rate of 1 Ghits/sywhereI'(.) is the Gamma function and’.(.) is the mod-
buffer of sizeL = 1 corresponds in practice to a memory unitfied Bessel function of the second kind of order The
with a storage capability of 0.12 MBytes which falls withindistance-dependent parameters; and j3; ; are given by:
the acceptable practical limits. This is especially truecsi o, 1 = exp (0.49012%_1.4./(1 +1.110 12/3)7/6) 1 andﬁ;jl =
the FSO transceivers are fixed and are much bigger in sizé’ ' 12/515/6 ’ 9 ’ B
compared to the RF mobile nodes. exp (0 blo;;/(1+0.6905; ) ) — 1 where o, ; =
The relay nodes correspond to independent commun|cat[bl23C’2147/6(111/6 is the Rytov variance wherg; ; stands for
entities that are initially deployed for ensuring wireleggical the distance betweem Rnd R, k is the wave number and?
connectivity between different locations. A natural cleois denotes the refractive index structure parameter. Fintily



channel irradiances between the different nodes are assurR&/FSO systems. In this context, under extreme weather
to be independent. conditions, the considered BA cooperative network canctwit
We consider a non-coherent FSO system with Intensitie the RF mode in a way that is completely analogous to
Modulation and Direct-Detection (IM/DD) where the elecdi the non-cooperative and non-BA cooperative networks. ig th
signal-to-noise ratio (SNR) along the link;®R; is given by case, while any of the existing RF buffer-aided schemes{11]

[1]: o 1o [16] can be readily applied in our system when the low-speed
o Gihi 2) RF mode is activated (the FSO links are down), the proposed
Vi = N2 No ' FSO schemes result in better advantages under less extreme

wherer is the optical-to-electrical conversion ratio and is weather conditions where the FSO links are not completely

the variance of the additive white Gaussian noise (AWGN?.paque'
This noise model constitutes a valid approximation for back
ground noise limited receivers where the shot noise causgd Definitions

by background radiation is dominant with respect to the othe A source-relay link is considered to be available if the buff

noise components such as thermal noise and dark currents e relay is not full so that this relay can receive a packet
In (2), Nink stands for the total number of active linksyom s |t is worthwhile noting in this regard that no packets
that depends on the implemented cooperation protocol &s Wile transmitted from the source to a relay for as long as the
be explained later. The normalization Wi« ensures that re|ay's puffer is full and that packet transmission to thiaye
the cooperative system transmits th? Same power as NPLk,mes once some spare room is created at the relay’s buffer
cooperative systems. Finallg;,; is a gain factor that follows h4,0h R-D packet transmissions. In the case where all S-R
from the fact that the link RR; might be shorter than the |, are in outage and/or all relays’ buffers are full, theket
dlr_ect _Imk S-D and, hence, _W'" bengﬁt f_rom a higher SNRyij| be stored at the source’s buffer. However, this scemari
This distance-dependent gain factor is given by [1]: occurs with a very low probability in the average-to-largés
oo do. 41 2 oo ) @) range; the range in_ which thg relay-assisted fading-miﬁga
ij —dm_ ) technlques are typically QeS|gqeq to operate and_ _ach|eye th
) 7 . desirable performance gains. Similarly, a relay-destndink
whereo is the attenuation coefficient. _is considered to be available if the buffer at the relay is not
The link R-R; is said to be in outage if the SNR along thig,nnry 5o that a packet can be forwarded to D. Consequently,

link falls below a certain threshold SNE, that ensures the 1o setqe andc, of the relays that are available for reception
correct decodability of the received packet [1]. From (Bf t 54 transmission, respectively, can be expressed as:

outage probability can be written as:
pig =Pr(vij <) t | J G

Co2{k=1,....,K |1 #0} ; [C| & 2. 7
—er(h e N\ p (N @ e =1 [ I #0} 5 Gl =9 (7)
"GPy Y \GijPu)’ We also define the sat,; of relays that can receive and
where Py £ WZNO denotes the optical power margin Oftransmlt as:
the average SNR with respect to the threshold SNR In Cot 2CNC ; |Cral 2 0. (®)

(4), F; ;(.) corresponds to the cumulative distribution function

(cdf) of the gamma-gamma distribution defined in (1). From !N what follows, the strength of the link ;/RR; will be
[6], this cdf is given by: captured by the random variabl@; ;h; ;. From (4), the

1 probability that the best available S-R link is in outage can
O] ‘)fo,, [aingi_’jh| ai,j,bi,j,o} : h>0, be calculated as follows:
7 2,7
(5) a Niink
Pe, = Pr gé%)f{Go,kho,k} <

whereG?:"[.] is the Meijer G-function. Py
Finally, it is worth noting that adding buffers to the relays Niink

does not render the cooperative system capable of mitigat- H Pr (h“ < ) - H Po,k; ©)

ing severe weather conditions like fog. In such scenarios,

the attenuation can reach several hundreds of dBs rendetivitich is the same as the probability that all available SARdi

all forms of infrared FSO light communications impossibl@re in outage.

whether with the existing non-buffer-aided relaying sceem Similarly, the probability that the best available R-D lirgk

[1]-[7] or with the proposed buffer-aided schemes. In thig outage can be written as:

context, all cooperative diversity methods (whether BA @nn A

BA) are designed not to combat the long-term attenuation but Qc, = H Pk, K+15

rather to combat the shorter-term scintillation phenomeno ket

The only remedy to the above situations resides in usimghich is the same as the probability that all available R-D

alternative communication channels that are not affected links are in outage.

the corresponding weather conditions such as the RF chennelln what follows, a network is defined as symmetrical if all

where many recent contributions tackled the problem of ldybrrelays are at the same distance from the source and at the same

Fij(h) =

’ keCr

(10)



distance from the destination. In other words,; = --- = The non-buffer-aided equivalent to the considered SR pro-
do,x andd; x41 = -+ = dg k+1. In this case: tocol is themax-minselective scheme proposed in [6] where
A N transmissions take place along the strongest link; &Rwith
Po1 = =PoK =P 5 PLE4L= " =DPK K4l = %11) LA argmaxye 1,k {min{Go xho .k, G,k +1hi,x +1}}-
In both cases, the selection involves the knowledge of
{Go khok, Gr ik +1hk, i +1 11, . It is worth noting that unlike
Pe, =p® ; Pe, =q". (12) the max-min buffer-free selection scheme that involves the

selection of the best end-to-end S-R-D link, the presence of

For asymmetrical networks, the relays are numbered in fiters at the relays implies that different relays might be
ascending order according to their distances from the 8ourge|ected for reception and transmission. In other words, th

doy < -+ < do,k- integersk, andk, can be selected independently in (14). The
independent selection of the best S-R and R-D links implies
C. State Transition Matrix that no feedback is needed between D and S.

For all proposed schemes, a Markov chain analysis isThe propo_sed SR protocol can be considered as an extension
adopted as the theoretical framework for analyzing the ev@d adaptation of thenax-maxprotocol [11] to the context
lution of the K buffers. A state represents the numbers & FSO systems. (): The adaptation follows since in the RF
packets present in each buffer and is definedy. .., ix) max-maxpr_otoco_l, the t_|me is _slotted mto_two slo_ts where
resulting in(L+1)X possible states. The state transition matrit'K S-R;, is activated in the first slot while the link ;&
captures the evolution between the states and comprises thé® activated in the second slot. As has been highlighted

probabilities of going from one state to another. The stafP©Ve: the FSO links are very directive and do not interfere
transition matrix will be denoted by that corresponds to With €ach other and, consequently, the two-slot scheduling

a (L + 1)K x (L + 1)X matrix whose(i, j)-th element is is not required in the case of FSO justifying the concurrent
defined as: ’ activation of two links. (ii): The extension follows sinchket

analysis in [11] is based on the assumption that no buffers
Aij=Pr((ly,....lg)— (I4,...,1%) can be full or empty and, thus, the selection is carried out
P= N U] G =N, 1], (13) among all relays (rather tha_m the §étsandCt). On the qth(_er
Y ’ Y ’ hand, themax-link protocol in [12] involves the transmission
where the functiony = N[(Iy,...,lx)] = 1+ S0, ln(L + along the single link S-R if G, ; hyp > Gi ey, gopy
1)%~* is used to number the states and defines a one-to-@gl along the link R-D otherwise, thus, highlighting the
relation between the set of all possible stafes .., L} and difference with the proposed scheme. Finally, whig, =1
the set of integer$l, ..., (L+1)%}. The inverse relation will for [11], [12], Nin« = 2 for the proposed SR FSO scheme.
be denoted byt—'[j] in what follows. The evaluation of the Moreover, the Markov chain analysis of the proposed scheme
state transition matrix is central for deriving the systamage differs substantially from [12] since the FSO relays opeiat
probability and average packet delay as will be highlighted the FD mode rather than the HD mode.
Section VI.

implying, from (9) and (10), that:

B. State Transition Matrix

1. BUFFER-AIDED SELECTIVE RELAYING 1) Probability Definitions: We first define the probability

A. Cooperation Strategy Se,.; as the probability that the link S;Fhas the maximum

We first consider the case where the inter-relay links do ngffength among the linkéS-R; }wcc, and, hence, the source
exist and propose a Selective-Relaying (SR) protocol that cwill transmit along this link. This probability can be evated
be implemented in the case where full CSl is available. Fer t&S follows:
proposed SR scheme, transmissions take place concurrently
along the strongest available S-R and R-D links. In other Seyi = Pr (GO,ihO,i = ke%{i@}{Govkhka})- (15)
words, in each time slot, two nodes in the network may be - .
simultaneously transmitting; namely, the source and atale Defining tge random  variable i as H -
relay. Therefore, the total power needs to be split amonggthé"@Xkec.\{i} {%hovk}' (15) can be written as
two links a_ndN.ink = 2in (2). E_vide_ntly, the selection of the Pr(ho; > H) = f0+°° fo.i(h) foh fra(n")dh'dh =
strongest links requires the estimation of ﬂfé S-R and R-D 0+<>0 fo.i(h)Fg(h)dh since all involved random variable
path gains. The selection of the best S-R link is performed Bye positive wherefo;(.) is given in (1) while fz(.) and

S while the selection of the best R-D link can be orchestrated, () stand for the pdf and cdf off, respectively. Now,

by D. Go.k

h) = Pr(H h) = o Pr 2%k p, h) =
The FSO SR protocol corresponds to the selection of t[%'( ) ( G< } ) = Iheeniy (Gw 0k < )
links S-R; and R, -D where: [kec,\ iy Four (W“kh where Fy () is given in (5).

. . Therefore, (15) simplifies to:
k. = arg %%X{Go,kho,k} ; ke = arg Ikne%X{Gk,KHhk,KH},

+o0o G i
(14) SCT;L = / fO,'L(h) H FO,k <(;07 h) dh. (16)
where the set§, andC, are defined in (6)-(7). 0 keC\ (i} 0,k




In a similar way, we define the probabilitye, ; as the  3) Transition Probabilities (Symmetrical Networksjt this
probability that the link R-D has the maximum strengthcase, the S-R links are identically distributed resultimg i
among the links{R-D}rcc, and, hence, the relay Rwill  Se, ; = Ly i e, from (16) where each one of these links
be selected to transmit to D. Following the same proceduresn be selected with the same probability. In the same way, th

as above, this probability can be calculated from: R-D links are identically distributed ans, ; = * V j € C;.
400 Replacing these values as well as (12) in (18) results in:
Se,,j = / fixa(h) [ Fexn (Gj"KH h) b1 — 0 0
0 keC\ {7} kA P = ——=p%q" + — [p°" + (1 —p”)(1 — ¢")]
(17) o oY
Given the involved pdf and cdf expressions in (1) and (5), =p%q¥ + i(l —p®)(1 = ¢%), (22)
the integrals in (16) and (17) need to be evaluated numarical oLl
2) Transition Probabilities (General Case)in what fol- wheref is defined in (8).
lows, we defin&l‘i as thei-th row of the K x K |dent|ty matrix. In a similar way, (19)’ (20) and (21) can be written as:
]Ic:o”r the SR scheme, four types of transitions are possible 48! — %(1 — p®)g¥, p(IH)_: %(1 —¢")p? andpV) =
oliows. L (1 —p?)(1 — ¢¥), respectively.

Type-l: (I1,...,lx) — (l1,...,lx): Assume that the links ¢
S-R; (i € C;) and R-D (j € C;) are selected. If # j, the
only possibility for the buffers to keep the same sizes iswhe
both selected links are in outage which occurs with prolitgbil A. Cooperation Strategy
Fe,Qc,. On the other hand, if = j, then the same relay |n order to bypass the channel estimation that might be
is selected for reception and transmission. In this case, thallenging especially for large numbers of relays, we next
buffers will keep the same sizes either when both links are jiiopose a buffer-aided All-active-Relaying (AR) prototwht
outage (no packets are received or transmitted) or when beth be implemented in the absence of CSI. On the other hand,
links are not in outage (one packet is received and one packed transmit power is evenly split among th& S-R and R-D
is transmitted) implying that the corresponding prob&pili jinks resulting in Ny = 2K.
will be Fe,Qc, + (1 — Pe,)(1 — Qc,). As a conclusion, the  For AR, the source transmits in a non-selective manner to all
probability of a transition of Type-I (diagonal elementsAjJ relays. In this case, all relays whose S-R links are not ingeit
can be written as: and whose buffers are not full will be able to receive andestor

(I _ _ _ 1 _ the transmitted packet. In the same way, all relays with non-
p=2 > SeriSeus [Pe, Qe+ 0i5(1-Pe)(1-Qe) empty buffers are allowed to transmit in a concurrent way to D
(18) While this strategy can be accomplished in a simple manner,
whered; ; stands for the Kronecker delta functiod; { = 0 the protocol needs to be improved in order to avoid flooding
if i #jandg,; = 1if i = j) while the probabilitiesP, the network’s links and the relays’ buffers with redundant
Qc,, Se, : and Sc, ; are defined in (9), (10), (16) and (17)replicas of the same packet. In fact, since S is transmitong
respectively. all relays, then multiple relays might successfully dectue

Type-ll: (Iy,...,lx) — (I1,...,lx) +e; (i €C,): In this packet and store it in their corresponding buffers. Moreove
case, the size of the buffer at Ricreases by 1 implying that concerning the R-D hop, a number of relays might still attemp
this relay has been selected for reception and that the padietransmit a replica of a packet that has been previously
has been successfully received with no outage. On the othéfivered to D by a different relay.
hand, the concurrently selected R-D link is in outage otfimew In order to alleviate the above problem, the implemented
the size of the buffer at a ceratin relay Rill drop by 1 if ACK/NACK mechanism needs to be complemented as fol-
j # iorgoto0ifj = i Therefore, a Type-ll transition lows. In the first S-R hop, the relay ;Rwith successful

IV. BUFFER-AIDED ALL-ACTIVE RELAYING

i€Cr jeCe

probability is given by: detection will not reply with an ACK but rather with a short
(1) signaling packet of sizéog,(l;) bits indicating the current
p =5, i(1 = Fe,)Qc, (19)  number of packets in its buffer. Now, the source will reply by

Type-ll: (lh,.... 1) — (l1,...,1x) —e; (j € C;): In @ 1-bit message (along each S-R link) informing the relay
this case, the size of the buffer aj Recreases by 1 implying With minimum occupancy to keep the packet in its buffer
that this relay has been selected for transmission and ieat &nd informing the remaining relays to drop this packet. This
transmission was successful. On the other hand, the S-R tpcedure will solve the problem of packet replication whil
of the network should be in outage since no increase in a@glancing out the numbers of packets in fiiebuffers. In the

buffer size was obtained. Consequently: second R-D hop, all relays with non-empty buffers proceed
(I with the transmission to D as before without any alteratibn o
P =Sc, (1 = Qe,)Fe, - (20)  the ACK/NACK mechanism.

Type-IV: (Iy,...,lx) — (Ii,...,lg)+ei—e; (i €Cp; j € The additional overhead resulting from the proposed AR

C; ;i # j): In this case, relays Rand R are selected for protocol is judged to be nominal where the size of the

reception and transmission, respectively, implying that; ~ additional log, (Ix)-bit and 1-bit signaling packets is small
compared to the size of the information packets since the

P!V = Se, iSe, (1 = Pe,)(1 = Qc,)- (21)  puffer sizes are not very large. This is especially true mive



the large coherence time of the FSO channels implying thahere the proof is provided in Appendix A-B. In the case of
packets of big sizes can be used. In all circumstances, #nmetrical networks, (27) can be written ad?) = (1 —
AR signaling procedure is much simpler than accomplishingp®q? where¢ £ |He, ..

a perfect estimation of the channel gains especially in theType-lll: (I3,...,lx) — (11,---,ZK)+ei—Zjes e (i€

presence of excessive noise. Cr; SCC; i¢S8): Inthis case, the transition probability
Finally, it is worth noting that when ties occur, the relaxan be written as:

with the highest index (i.e. the farthest from S based on the;;;)

adopted notation) will be selected to keep the packet. This w’ = (1=po.i) § H Po.i H(l_pJ-VKH)./ H Py’ K41

also contribute to the load balancing since the buffers ef th V€M, jes J'eCS (28)

relays that are closer to the source fill up at_ahigher raEesin here the first two terms correspond to (24) and follow
the SNR along the corresponding S-R link is higher. from storing the packet in the buffer of;RThe third term
N ) corresponds to the probability of successful retransomissi

B. State Transition Matrix from relays inS (the corresponding R-D links are not in

1) Definitions: We define’Hs; as the subset of the setoutage) while the fourth term corresponds to the probabilit
of relay indicesS that have a higher priority for receptionthat the remaining R-D links are in outage.
than relay R (i.e. smaller buffer size or same buffer size with In the symmetrical case, (28) simplifies p6/’/) = (1 —
a higher index). In other words, if a packet is successfully)ps(1 — ¢)!lg?¥=151,
received at Rand R for j € Hs,;, then the relay will be  Type-IV: (l4,...,lx) — (ll,...,lK)—zjes e; (§CC):
dropped at R This set can be written as follows: In Appendix A-C, we prove that the probability of a Type-IV

Hos={keS |l <l}U{keS, k>i|ls =0}, (23) transition is given by:
whereS C {1,..., K} and where the second set follows from p!") = H Do, H Dir K+1 H (1 = pir k+1)

the tie breaking rule. i€C,\Cs i7€C:\(CrUS) i"eS
Following from the dropping strategy adopted in the first
hop, the probability that R(among the relays i) does not H Po.; H Py K41+ Z
drop a received packet is: JEC ¢ J€C\S kEC, \S
(1 —po.) Po,its (24)
i/el7_1[5,1; (1=po,k) (L —pr,x+1) H Dok’ H P/ K41

. . . k'eH k' eC, SU{k
where the first term follows since SyRhould not be in outage EHerpk KECHASUERD)

for the successful reception of the packet at Rhe second (29)
term follows since the relays with higher reception priprit After further manipulations, (29) simplifies to the follavg
should suffer from outage; otherwise, the packet will betkepxpression in the case of symmetrical networks:
at one of these relays rather thap R

2) Transition Probabilities: Based on the proposed AR P
strategy, the number of packets in only one buffer (at mast) ¢
increase by 1 while the numbers of packets in any number of PP+ 1-p)(l—qq* Z plHererl] - (30)
buffers can drop by 1. Consequently, four types of transitio kE€C, :\S

are possible as follows. where the summation that appears in (30) depends on the

Type-l: (L1, ..., lx) — (i, ..., lx): In Appendix A-A, we  gpecific value of the statély,...,Ix) and, hence, can not
prove that the probability of a Type-I transition is given by o simplified any further.

UV) = po=0g=15l(1 — ¢)IS]

pD = H POk H P K41 H Po.iDi K41+ V. BUFFER—AIII_DED SEBLECTIVE RELAYING WITH
keC,\Ce k' €C:\Cy i€Cy OAD-BALANCING
A. Motivation
Z (1 —po.) H po,ir (1—pi k+1) H PiK+1| s In the case of selective-relaying with asymmetrical net-
i€C i'eMe, i FECH 2\ {4} works, the relays that are closer to S possess, on average,

(25) stronger S-R links and, hence, have a higher chance to be
O%elected for reception in the first hop increasing the rate of
successful arrival of packets at their buffers. On the other
hand, these relays that are closer to S will be farther from
P =p?~ 00 [p" + (1 - p’)(1 - )¢’ ']. (26) D and, hence, the probability of selecting the correspandin
R-D links will be low entailing a low rate of packet departure
from their buffers. As a conclusion, the relays that are elos
to S will suffer from packet overload where their buffers
P =0 =poi) [[ poir [] Pk (27) will be full most of the time. This buffer saturation wil
ieHe, ; jec, imply that the corresponding normally-strong S-R links|wil

that simplifies to the following expression in the case
symmetrical networks:

Type-ll: (I1,...,lx) — (l1,...,lx) + e; (i €C.): In this
case, the transition probability can be written as:



be unavailable and, hence, can not be selected. Consegueaflthe set{(—ej + ext1) | fx = 1}:
potentially-weaker (but available) S-R links will be sekat,

thus, entailing an increase in the outage probability. ThisVig = {(—er +exy1) | fr =1} U

highlights the importance of implementing a load-balagcin {(—ep +epi1) + (—ew +epi1) | fo = fiw = 1}U
strategy as a means to even out the distribution of packets
among the buffers. {(—ex +ery1) + (—ew +epi1) + (—epr +epry1)

| fe = fo =far =1}U---, (32)

B. Cooperation Strategy where|V g| = 2= =i e —1. The set) g contains all possible

dditional state-variations resulting from load-balagcand

The Selective-Relaying Load-Balancing (SR-LB) protoc at need to be added to the state-variations that resutt fro
can be implemented in the presence of inter-relay links. We

assume that FSO links are established betwegrai®l the bhaﬁaarlw(z[ilxgglon of the S-R and R-D links (i.. SR with no load-
relays R._; and R.;; (if any). For the SR-LB scheme, ' . : .
simultaneous transmissions take place along (i): a seleste tra:r?si?ior:'(zlre detalule)dqm(?nner, lco)ni'?fr the ;ol;ovggrgSthate-
R link, (ii): the K — 1 R-R links and (iii): a selected R-D link ” II_BI’ o KS p 17|'||.-'B,2K Lo UKD i
where the strongest available S-R and R-D links are selecf¥yfth no LB), from Section (V1 vx) € Var with:
based on (14) in a way that is completely analogous to the ) .
SR scheme. In this case, the transmit power needs to be split SR — Ourjufei;ieCiui-e;; jeC}U
amongNjink = K + 1 links. 2pd 2D 2pUID

The inter-relay communications are managed as follows. {e;—ej:i€Crs; jeCs j#i}, (33)
Relay R, alleviates its buffer occupancy by transmitting a
packet to the subsequent relay. R for k = 1,..., K — 1. 2y0v)
Based on the assumption thd§, < --- < dox, Ry is
at a closer distance to S as compared tp,Rimplying
that the average queue length at Rill be greater than the all equal to 0. .
average queue length a;, R . Therefore, based on the adopted For the SR-LB schem.ecvl,...,vK) will belong to the
assumption, activating the inter-relay links in the diiect extended seVsr.s where:

R; —Rs, Ry —R3, ... and R¢_; —Rg ensures the flow of
packets from the more congested buffers to the less comgesteVSR-LB - (VéQ @ VLB) Y (Vég) @ VLB) U
buffers thus accomplishing load-balancing. ( (I1r1) ) ( %! )

At R; 1, priority will be given to the reception from S rather Ver  ®Wie) U Ver " O W8 ), (34)
than R, implying that no packet will be transmitted from,R \yhere the set additiom is defined assS &S’ = (s+8: s¢
t0 Rey1 if lx11 > L —1. Infact, forly; = L — 1 the single g s €S
empty buffer slot will be reserved to the packet transmitted example, consider the case of two relajss..s\ Vsr =
from S while fori;,, = L the buffer is full and no packets{(_L?)’ (=2,1),(=2,2)} if i = 1 where these three ad-
can be received from S and,RSimilarly, at R., priority will
be given to the transmission to D rather thap, Rimplying
that no packet will be transmitted from,Ro Ry, 1 if [ < 1.
In fact, fori;, = 1 Ry will attempt to send the sole packet in itsS
buffer to D rather than R.; while for [, = 0 R, can neither
transmit to D nor to Ry;. As a conclusion, the link RRx1
is considered to be available whén> 2 andl;; < L — 2
fork=1,...,K — 1.

where0,, v stands for thel/ x N matrix whose elements are

ditional state-variations follow from implementing the LB
strategy.

2) Transition Probabilities: Let f, = 1 if a packet is
uccessfully transmitted along the link, R, and f, = 0
otherwise. Sincég;, describes the availability of this link, then
fr = 0 = fr = 0 because no successful transmission can
occur since the link is unavailable. Therefore:

Pr(fs =0[fx =0)=1 ; Pr(fy =1[fx =0)=0. (35)

C. State Transition Matrix On the other handf, € {0,1} if f, = 1. In this case,
1) State Variations:We introduce the following flag that (fx, fk) = (1,0) when the link is available for potential
captures the availability of RRy.1: transmission but is in outage whilgy, fx) = (1,1) when

the link is available and not in outage. Consequently,
1, lpe{2,....,L}, lp41 €{0,...,L —2};
fe=19 0

otherwise. ’ Pr(fe=0lfx=1) = prxt+1 ; P(fe=1fx=1) = 1—pr rt1,
(31) (36)
where this link is available (resp. unavailable}f= 1 (resp. wherepy, ;11 is the outage probability of link RR;41 that
fr. = 0). can be determined from (4).
The successful activation of the link;RR;, 1 incurs a Consider the SR-LB state-transitiorly,...,lx) —
decrease of; by 1 and an increase @f.; by 1. implying that (I1,...,lx) + (v1,...,vk). Assuming the knowledge of the
(l1,...,lx) will vary by the quantity(—ey +er4+1). LetVig  vector(fi,..., fk), the equivalent SR state-transition result-

be the set comprising all possible combinations of elemeritg from the activation of the S-R and R-D links alone (withou



the R-R links) is given by the vector: B. System Outage Probability

K—1 An outage event occurs when there is no change in the

(v, V) = (v1, .. vE) — Z fr(—er +err1). (37) bu_ffer status due to th_e f_ailure of_the S-R and R-D hp_ps._ln
k=1 this case, the network is inaccessible due to the unavktjabi

of both hops. Consequently, the network outage probability

The two following cases follow. (i){v],...,v%) € Vsr )
given in (33). In this case, the trarfsiiio(ml,..I.{,)ZK) _, can be expressed as:
(l1,...,lg) + (v},...,v) can be tolerated by the SR (L+1)E (L+1)¥ K K
scheme (with no inter-relay cooperation) and, consequentl p,, — Z miPe Qc, = Z T H Po.k H Dhr K41
the transition probability can be evaluated as in Section im1 im1 k1 =1
1-B2. (ii): (v},...,v%) ¢ Vsr implying that the transition BAE 0
(I, s lx) — (I, lk) + (v),...,v5) is impossible to ol k) =N, (40)
take place with the SR scheme implying a zero value for thehere the sets, and ¢, are determined from the state
transition probability. (I1,...,lg) = M~'(i) according to (6)-(7). The probabilities

Therefore, with the SR-LB protocol, the transition probaPC

and Q¢, are defined in (9) and (10), respectively, and
bilities can be calculated as follows:

assume the same expressions with SR and AR (only the value
of Nink in (4) will change).

Pr((ll,...,lK) — (ll,...,lK)—‘r(’Ul,...,UK)) =
1 1
C. Average Packet Dela
S S PHAIR) Pk lfx-1) ¥ Y
f

o Because of buffering at the relays, the packets transmit-

(SR) ({7 , _ ted by the source will reach the destination with a certain

P (v k) 5 (v, uk) € Vsrias, (38)  gelay. The average packet delay can be split into two parts
where the setVsrigs is constructed according to (32)-E[D] = E[Ds]+E[D,] where E.] stands for the time-averaging
(34). The flags{f,} X! are given in (31), the probabilities()perator while ED,] and ED,| stand for the average delays

fr—-1=0

k=1 .
{Pr(fi|fx)}E-,' can be determined according to (35)-(36§t the source and relays, respectively.
while the vector(v}., ..., v} is defined in (37). Finally: According to Little’s law [19], the average delay at the
relays can be calculated fronjB,] = ni where L stands for
PSR (W), vf)) = the average queue length that can be calculated as follows:
(i) / / (&) . _ . (L+1)% K
pD, (Wi, ) EVen , i = 1,11, 1I1,1V; B o
{ 0, otherwise. - (39) L= > mY ki (l....lg) =030, (42)

=1 k=1
3 . The parameter, stands for the input throughput at the
I 17 111 v
probabilitiesp"), p{*"), p{ ,) and p'") are given in (18), relays which is the same as the output throughput from the
(19), (20) and (21), respectively. source. This throughput depends on the conditions of the S-R

The s?gnall_ing overheads of th_e SR and AR protocols affannels and on the availability of the relays’ buffers.dhc
summarized in Table I. Concerning the SR-LB scheme, Qe ~;iculated as follows:

protocol overheads along the S-R and R-D links are the same
as for the SR scheme. In this case, for the R-R links, one
signalling bit needs to be communicated from B R;_; s = Z mi (1= Fe,), (43)
indicating whether R can receive a packet from;R; or not. =t

where the Type-I, Type-Il, Type-lll and Type-IV SR trangii

(L+1)¥

whereC, is determined from the stat@,,...,lx) = N 1(i)
according to (6) while the termi — P, stands for the

VI, OUTAGE PROBABILITY AND AVERAGE PACKET DELAY probability that at least one of the available S-R links i$ no

A. Stationary Distribution in outage.
The stationary distribution corresponding to the stata-tra Since the source is assumed to have infinite d?‘t@sE
sition matrix A is given by [12]: depends on how frequently the first S-R hop is activated and

. can be calculated from [B;] = nl — 1 where1/n, stands
™= (A — Ty + 1(L+1)K7(L+1)K)_ 14nx,1, (40) for the average number of attempts needed to successfully
. transmit one packet along the first hop and, thus, decrease th
where1,, y stands for thel x N matrix whose elements source delay by 1.
are ‘_’j‘” equa‘l to 1 whilel,; denotes theM? M |dent|ty Combining the above equations results in the following
matrix. The i-th elementr; of the (L + 1)*-dimensional expression of the average packet delay:

vector = corresponds to the steady-state probability of the

state 91~ 1(i); in other words, the steady-state probability 14 SN K
i= i —1 '
of having I, packets in thek-th buffer fork = 1,..., K E[D] = %: : ez -1
where (I, ...,lx) = M~1(i). Vector = constitutes the key Zgifl) i (1 - H??L p07k>
k

component in evaluating the outage and delay performance of L
the network. (I lk) =N (i) (44)
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TABLE |
SIGNALLING OVERHEADS OF THECOOPERATIONPROTOCOLS

S-R hop R-D hop
. | value of Go,xho,x, buffer at R, not full; . | value of Gy, k+1hk,k+1, buffer at B, not empty;
SR | Ry — S { nothing buffer at R, full. Re = D4 hothing buffer at R, empty.
S — Rg: nothing D — Rg: 1 bit (transmit or not)
AR | Ry — S:log,(lx) bits (size of buffer) R, — D: nothing
S — Rg: 1 hit (store packet or not) D — Rg: nothing

On the other hand, the infinite buffer employed by theelay having the shortest queue is required to retain a cépy o
source node is stable only if; exceeds the rate at whichthe packet.
the packets arrive at the source’s buffer. As far as the stlay
gueues stabilities are concerned, it is important to naettie VII. NUMERICAL RESULTS

relays’ buffers are both rate and mean rate stable as per theye refractive index structure constant and the attenuatio
following explanation. According to [20], i(t) designates the .,nstant are set 162 — 1.7x10~ m=2/3 ando — 0.44
2 . = 0.

instantaneous length of a queueing system defined over tiH@/km. We also fixny = 1 and A = 1550 nm. Results show

slots? € {0,1,2, ...}, lt(t])en the queue is considered to be raigq \ariations of the outage probability and average detay a
stable whenlim; ... == = 0 with probability 1. Moreover, 5 fynction of the average received electrical SNR along the
the queue is said to be mean rate stabléuif; ... * = 0, direct S-D link (in the case of non-cooperative transmissjo
where . = E[i(#)] is the expected relay buffer length. InThis average SNR takes the valfig ., = 2= that can be
the context of the proposed buffer-aided relay-assiste@ F@ptained by settingzo 11 = 1 and NJI?nk :]{Din (2) while
system, relays’ buffers have a finite cagacit)[,oﬂ'his implies observing that Fi K+’1] — 1. In all scenarios, the distance
that /(t) < L V¢ and, consequentlyl, < L. Therefore, petween S and D is assumed todigrcs1 = 3 km. The FSO
both lim; .o * as well aslim_.. £ evaluate t00 (since network will be parameterized by two distanegsandd, as
the numerators are finite) confirming the rate and mean ragfows. For symmetrical networks, all relays are assuned t
stability of the relays’ buffers. be at a distancé, from the source and, from the destination.
For asymmetrical networks, we sety 1,d1 xy1) = (d1,d2)
and (do,k,dk.k+1) = (d2,d1) while the remaining relays
Ro,...,Rx_1 are placed equidistantly between Rnd Rx.

The cooperation strategies proposed in this paper weka in-house custom-built Java-based discrete event stotla
developed with a view to maximizing the throughput of thevas developed for the purpose of verifying the validity o th
relay-assisted network which is a direct consequence of thathematical models delineated earlier.
minimization of the system outage probability. First, we compare the proposed SR scheme withntlag-

For the selective schemes where only a single link is aclink selection protocol [12] thus highlighting the impact of
vated in any given time slot, the optimization study conddct simultaneously activating the best S-R and R-D links. A
in [21] provides fundamental guidelines about throughpsgyymmetrical network is considered wil; , d2) = (2,1.5) km
maximization. Even though this study was solely concerned a SNR of 15 dB in the cases of 2 and 3 relays. The outage
with the case of HD relays, its findings can be extended performance is highlighted in Fig. 2 while the average delay
our investigated system where up to two different relays céshown in Fig. 3 as a function of the buffer size While the
be involved in packet transmission/reception in each tifoe s reported outage probabilities are very small to be recooigd
Theorem 1 in [21] highlights that the maximum achievable Stumerically, the delays obtained by simulations are coesis
to-D rate can be realized if the S-R link or R-D link withwith the theoretical delays. Results highlight the supéyio
the maximum associated rate is activated at any time. Natethe SR scheme where enhanced performance levels and
that our proposed BA SR strategy matches the optimizatieeduced delays are observed for all buffer sizes. Thesédtsesu
requirements stipulated in the aforementioned theoreautiit are expected since the SR scheme is better tailored to the
the simultaneous activation of the strongest available @R nature of FSO transmissions that result in no interferefbe.
R-D links. simultaneous activation of two links in each time slot (wsrs

Regarding the proposed AR protocol, [22] and many afme link for max-link selection) has a predominant effect on
the references therein studied a parallel queueing moael tthe delay where al. = 15, for example, the average delay
accurately captures the main characteristics of the iigastd is reduced by around 5 (resp. 7) time slots for= 2 (resp.
relay-assisted system. These studies proved that theeShork = 3). Figures 2 and 3 also highlight the tradeoff that exists
Queue Policy (SQP) is the best transmission decision that daetween the outage probability and average delay. In faet, t
be made by the source node. More specifically, it has beeutage performance is enhanced by increasing the values of
shown that the throughput can be maximized when the soutd€eand L at the expense of increased delays. In factkas
transmits its packet to the queue having the smallest numlragreases a given S-R or R-D link has a lower chance to be
of packets. This transmission policy is clearly embodiethin selected thus increasing the delay while buffers with higge
proposed AR strategy where out of all the copies of the sarsizes result in longer waiting times to exit the queue. Bnal
packet received by the relays in any given time slot, only theis worth noting that comparing the average delays with [12

D. Advantages of the Proposed Protocols
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Fig. 2. Outage probability of the proposed SR scheme vetwimax-link  Fig 3. Average packet delay of the proposed SR scheme vérsnsax-link
selection [12] at a SNR of 15 dB. A symmetrical network is ¢desed with  gglection [12] at a SNR of 15 dB. A symmetrical network is ¢deged with
di =2 km andds = 1.5 km. di = 2 km andds = 1.5 km.

is not completely fair since [12] was designed for half-auxpl
(HD) broadcast RF communications not for full-duplex (FD
directive FSO communications. However, this comparison
carried out given the absence of any existing buffer-aid

he interest of the AR scheme as a delay-efficient alteraativ
2 the SR scheme where the corresponding average packet
éi@lays are significantly smaller than those attained by fRe S

FSO relaying scheme that we can use for benchmarki otocol for practical SNR values exceeding 5 dB. Results in

This comparison does not show the limitation of [12] thaf'9- 4 @lso highlight the impact of the number of relays on
is primarily designed under different construction coaistis; the system performance. For _example, increasing the number
on the contrary, this comparison is provided for the sake gf relay_s from two to three W'th the SR scheme for= 5
highlighting the gains that can be entailed from the abselﬁcereSUItS ina pe.r_forman_c;e gain in the orderd§ dB at an
interference and presence of FD relays. In other Wordsltsesd)Utage probability 0.0~
in Fig. 3 emphasize on the advantages that can be harveste@esults in Fig. 4 highlight an important particularity of
from properly exploiting the additional degrees of freedoif® AR scheme that resides in the fact that increasing the
that are offered by the nature of FSO communications.  buffer size beyond 2 has no meaningful impact on the system
In Fig. 4, we compare the proposed SR and AR schemi@fformance for SNR values exceeding 5 dB. This renders
in the context of a symmetrical network withi;,d,) = the AR protocol an appealing solution for FSO relaying
(1.5,1.8) km. We also show the performance of the norSystems with limited buffer sizes where the optimal asyripto
buffer-aided parallel-relaying (PR) amdax-minschemes pro- Performance L — oo) can be achieved by a practical buffer
posed in [1] and [6], respectively. Since these schemes tio gze not exceeding two. This is related to the fact that attmos
use buffers, they both result in a zero delay. Whilertrex-min  One relay is filling at a time while all relays are attemptiig t
scheme activates the strongest end-to-end path and isleap8BPty their buffers all of the time. For example, an analp$is
of achieving higher performance levels at the expense of #i¢ buffers’ occupancy at a SNR of 10 dB demonstrates that
increased complexity since the full CSI needs to be acquirdf(lx > 2) = 0 for k = 1,..., K and, thus, increasing the
the PR scheme is appealing because of its simplicity sirice Riffer size beyond two does not affect the system performanc
S-R and R-D links are activated without the need of the CSI &bis validates the fact that the outage probability curved a
the expense of reduced performance levels. It is worth gotifelay curves of the AR scheme in Fig. 4 with=2, L =5
that the performance of the benchmark schemes [1] and f8]d L = 15 almost overlap for SNR values exceeding 5 dB.
can be enhanced by implementing temporal diversity method@l example, forL = 5, the buffer's occupancy analysis
and/or joint encoding/decoding schemes. However, some éJaDWS that the thlrd, fourth and fifth slots are never filled
tensions might require adding buffers and will eventuaiigtir and, hence, these slots can be removed without affecting the
some delays. A comparison between the proposed BA scherfiégiem performance. Fig. 4 also highlights that, even with
and the extension of the benchmark schemes needs tospll buffer sizes, the AR protocol is capable of achieving
carried out at the same tolerated average delay levels #sd faignificant performance gains with respect to the non-buffe
beyond the scope of this paper. As expected, the SR schetfted DF parallel-relaying (PR) scheme [1]. Once again, Fig
that operates under perfect acquisition of the CSI achithes 4 demonstrates the close match between the theoretical and
best performance levels as shown in Fig. 4.a and Fig. 4.b f#merical results.
K =2 and K = 3, respectively. However, the corresponding Results in Fig. 4.b also show that the AR anthx-min
delay curves presented in Fig. 4.c and Fig. 4.d show thaethegshemes exhibit comparable outage performances for SNRs
performance gains are associated with significant delagis tbelow 10 dB. For this SNR range, the advantage of the
increase very rapidly with the buffer size This emphasizes proposed AR scheme over thmax-minscheme resides in
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Fig. 4. Performance of the SR scheme, AR scheme, paraligling (PR) scheme [1] and th@ax-minscheme [6]. A symmetrical network is considered
with d; = 1.5 km andd> = 1.8 km. (a)-(b): Outage probability fol{ = 2 and K = 3, respectively. (c)-(d): Average packet delay flsr= 2 and K = 3,
respectively. Dotted lines correspond to the numericalligs

the possibility of implementing the former scheme in thprobability distribution of the number of packets in the
absence of CSI. Acquiring the full CSl incurs additionaldss k-th relay’s buffer. For the SR scheme withh = 2 at
of complexity to the system where training symbols need ®o SNR of 10 dB,IIY) = [0,0,0,0.02,0.5,0.48] and
be transmitted along all links for the sake of estimating tHE(?) = [0.48,0.5,0.02,0,0,0] indicating that the buffer
channels and, at a second time, the estimated channelsmeatt tR, is full most of the time while the buffer at R
be fed back to the source node. Moreover, in practical systeris empty most of the time negatively impacting the
any error in the channel estimation will incur performancaccessibility of the network. When the proposed load-
losses with respect to the curves reported in Fig. 4.b whdralancing scheme is applied, the above distributions take
perfect CSI acquisition is assumed. In this context, edo@p the following valuesTIV) = [0,0.04,0.3,0.4,0.23,0.03]
each relay with a small buffer whose storage capability doaad I1(?) = [0.03,0.23,0.4,0.3,0.04,0]. In other words,
not exceed two packets circumvents the challenges and lithe distributionII(") is shifted towards smaller buffer sizes
itations of ideal channel estimation. For SNRs exceeding {ithe average queue length drops from 4.46 to 2.9) while
dB, Fig. 4.b shows that the AR scheme results in enhandée distributionII(?) is shifted towards larger buffer sizes
diversity orders where the gap between the AR arak-min (the average queue length increases from 0.53 to 2) thus
schemes increases with the SNR. improving the availability to the S-R and R-D links. The
Fig. 5 highlights the impact of load-balancingcorresponding average packet delays are shown in Fig. 6
where the SR and SR-LB schemes are compared witlhere the results show that the delays introduced by the SR
L = 5 for an asymmetrical network configurationand SR-LB schemes are roughly the same for average-to-large
with (di,d2) = (1.25,2.5) km. In other words, the SNR values. For low SNRs, the SR-LB scheme results in
set of distances{(do,dr x+1)}, takes the values increased delays since, given the high unavailability & th
{(1.25,2.5),(2.5,1.25)}, {(1.25,2.5),(1.5,1.5),(2.5,1.25)} network links, the packet might move among many buffers
and{(1.25,2.5),(1.3,1.8),(1.8,1.3),(2.5,1.25)} for K = 2, before being delivered to D. In this context, the negative
K = 3 and K = 4, respectively. Results highlight theimpact of the increased value d¥j, manifests mainly at
importance of load balancing where significant improvemmerlbw SNRs. Evidently, the delays increase with the number of
in the outage performance are observed for different nusnbeelays whether for the SR or SR-LB schemes.
of relays. The marginal losses at low SNRs result from
allocating a fraction of the transmit power to the R-R VIIl. CONCLUSION
links (Njnk = 2 for SR versusNhnk = K + 1 for SR- Equipping the FSO relays with buffers constitutes an ad-
LB). Let IT?) = [H(k) NI ( | denote the steady-stateditional degree of freedom that significantly enhances the
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Fig. 5. The SR scheme versus the SR-LB scheme for an asyroafetripig 6. Average packet delays for the simulation setup in Fidotted lines
network withd, = 1.25 km anddz = 2.5 km. Dotted lines correspond to correspond to the numerical results.
the numerical results.

performance at the expense of increased delays. Handlng \%h"e It s drqpped from the remaining relays. To keep the
o . ame buffer size, this relay that did not drop the packet must
best-relay selection in an FD manner conjointly reduces the . . . .

- - forward it to D in the next hop while the remaining R-D hops
outage probability and delay by several orders of magnitu Must be in outage. Therefore, the correspondin robgbilit
On the other hand, concurrently activating all available®OFS . g. ' ' P gp
. . ) . ) : can be written as:
links alleviates the signaling complexity, achieves thetbe
reported delays and constitutes an appealing solution forz (1= po.) H po.ir (1 — pixi1) H DiK41s
small buffer sizes that practically yield the same perfatoea  icc,., i'eHe, . JeCr\{i}
as infinite-size buffers. Finally, for asymmetrical netk&r (45)
exploiting the potential presence of the relay-relay lifikts  where (24) was invoked. In the case of symmetrical channels,
balancing the loads of the different buffers results in gimee- this probability simplifies tq1—p?)(1—q)¢’~* where(1—p?)
nal enhancements in the performance. This work constitutesis the probability that at least one of the S-R links is not
essential step in the direction of motivating the introdutof  in outage. Combining the above probabilities results in the
buffers to relay-assisted FSO systems. Future studiesuilth bexpression given in (25).
on this work to explore many other interesting aspects of the
proposed buffer-aided relay-assisted architectureudiey, g Type-Il Transition Probability
among others, its associated diversity order and the effiect

possible relay mobility on the system performance. Since the buffer size of Rincreased by 1, then ;fhas

successfully decoded the packet (i.e. link Signot in outage)

while all remaining relays with higher priority suffer from
APPENDIXA outage (otherwise, the packet will be eventually droppethfr

A. Type-l Transition Probability R;). In this scenario, R(resp. B for j # i) must not be able

The buffer sizes of the relays with empty buffers do ndP retransmit_ the paCket; otherwige, the buffgr size wiﬂp:iro_
change only if the corresponding S-R links are in outage with (¢SP-—1) implying that all available R-D links must be in
probability [T, ¢, Pox- Similarly, the buffer sizes of the outage. It is worth no_tlng thz_alt the relgys with a_prlorlty ke
relays with full buffers do not change only if the correspiogd than R are not cpn5|dered in (27) since even if these relays
R-D links are in outage with probability[,,cc \c P x+1- successfully receive the packet, it will be eventually greg
The above probabiliies simplify tp¢—¢ andq¥~¢ for sym- since R (with a higher priority) has successfully received the

metrical networks. packet as well.

Consider now the relays that can receive and transmit (i.e.
elements of the set. ; in (8)). The buffer sizes of these relaysC. Type-IV Transition Probability
do not change only in one of the two following mutually- To derive the Type-IV transition probability, the s&tuU C;
exclusive scenarios. (i): The corresponding S-R links dire & partitioned as follows:
in outage. In this case, nothing is received by these reIaysC U = [CAC] UGG US)| UIS\Cra] U €
and,_henc_e, the R-D I!nks should be_ in outage as well S0 that~r = ~t — C\C: \(Cr Tyt \T/_f,
nothing will be transmitted and the sizes of the buffers iema sc, sc, s, s¢,
the same. The corresponding probabilitﬂsl,ecm D0,iDi K+1
and simplifies tgp?¢? for symmetrical networks. (ii): At least
one of the S-R links is not in outage. In this case, the pac
will be kept at one relay (the one with the highest priority)

(46)

Based on the partitioning in (46), the Type-IV transition
IPertObabi”ty can be written as:

pV) = pi™) X pi) X pi < (a)



Wherepgv) is associated with the séf, in (46).

Elements ofC; can receive but not transmit and have theiny
buffer sizes unchanged (sineg® C C;). Consequently, the
corresponding S-R links must be in outage av)
[Lice,\c, Posi-

Elements ofCy; can transmit but not receive and have their[
buffer sizes unchanged. Consequently, the corresponding R

links must be in outage and," = [Lieco e us) Pir k+1-

Elements ofC3 can transmit but not receive and have their
buffer sizes decrease by 1. Conse%/ently, the corresppndin
R-D links must not be in outage amé ) = [5]
pi”,K-l—l)-

Now, C, that can be partitioned &5 ; = [C,.+\S]U[C,.:NS].
One of the two following mutually-exclusive scenarios mntigh
arise andpff V) can be written ag;fflv )+ pff;/ ). Scenario 1:

All the corresponding S-R links are in outage with probayili [7
[Tjcc, , Po.;- Now, since nothing has been received at relays
in C,,;\S while their buffer sizes remained the same, then the
corresponding R-D links must be in outage with probabilit)}s]
Hj’GCT S P K+1- Similarly, since nothing has been received

atrelays inC,.; N'S while their buffer sizes decreased by 1,[°]
then the corresponding R-D links must not be in outage with

probability Hj//ecr .ns(1—=pjr k41). Consequently: [10]

P = I pos II pixer I (0 =pivscir)

J€Cr ¢ J'€Cr\S 3" el NS
(48)

Scenario 2: At least one of the relays@n; has success-
fully decoded the packet. Despite the successful detetiyon
potentially more than one relay, the AR protocol ensures thHa3]
only one relay will keep the packet. Now, this relay should be
in C,.+\S since the buffer sizes of relays ih ;NS decreased [14]
by one implying that no packet is kept from the source side.

Consequentlypflg/) can be written as:

(2]

3]

[Tivesie,..(1 =

(6]

(11]

[12]

[15]

pg/) = Z (1= pox) H po (1 —prrsr) 1O
keCr\S k' e€He, 4,k
[17]
H Pk K41 H (1 —=prr kxt1)|, (49)

k" €C,. \(SU{k}) k" €C, NS

(18]
where the first two terms follow from (24) reflecting the fact
that R, did not drop the source packek (¢ C,;\S). In !
this case, R should forward a packet to D since its buffe|[
size did not changek(¢ S) implying that the link R-D is
not in outage yielding the third term in (49). Now, for thd2!
remaining relays i€, ;\S, the corresponding R-D links must
be in outage (since the buffer sizes did not change) whiéi]
results in the fourth term in (49). The fifth term follows sinc
relays inC,. NS have their buffer sizes decrease by 1 and,
hence, the corresponding R-D links must not be in outage.[22]

Replacing the different probabilities in (47), and aftemso
manipulations, the Type-1V transition probability takdset
expression given in (29).
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