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We generalize, to the variable radius case, the main results contained in a recent paper of the
authors [A new class of sets regularity, J. Convex Analysis 25/4 (2018) 1059–1074], where a new
regularity class, called S-convexity, is studied and shown to cover well-known regularity properties,
including φ0-convexity, θ0-exterior sphere condition, and ψ0-union of closed balls property. Fur-
thermore, we provide using S-convexity, new additional characterizations of the variable and the
constant radius form of these three regularity properties.
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1. Introduction

Let A be a nonempty and closed subset of Rn and let S ⊂ Rn be a set containing
A. The set A is said to be S-convex if and only if no two normal segments to A (at
two distinct points) contained in S, intersect in S. By normal segment, we mean a
closed segment of the form [a, a+ tζ] where t > 0, a belongs to the boundary of A,
and ζ is a nonzero proximal normal vector to A at a. We recall that for a ∈ A a
boundary point and ζ ∈ Rn \ {0}, ζ is a proximal normal vector to A at a if there
exists r > 0 such that

B
(
a+ r

ζ

∥ζ∥
; r

)
∩ A = ∅,

where B(z; ρ) denotes the open ball of radius ρ centered at z. In this case, we say
that ζ is realized by an r-sphere.
The S-convexity is introduced, apparently for the first time, in Nour, Saoud and
Takche [11] where inner regularization of closed subsets of Rn is studied. More
precisely, under the assumption that S contains an S-convex subset A, the authors
proved that S can be approximated, from inside, by sets satisfying an interior sphere
condition. This result is generalized in Nour and Takche [19] to cover more sets S.
The S-convexity is studied in depth in Nour and Takche [18]. In fact, it was shown
in this latter that for suitable choices of S, the S-convexity class covers several
known regularity properties, including φ0-convexity, θ0-exterior sphere condition and
ψ0-union of closed balls property. As a consequence, the authors provided a new
∗ Corresponding author.
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2 C. Nour, J. Takche / S-Convexity: The Variable Radius Case

sufficient condition for the equivalence between φ0-convexity and the θ0-exterior
sphere condition, an equivalence already established under different conditions in
Nour, Stern and Takche [12].
Let us recall the definitions of φ0-convexity, θ0-exterior sphere condition and ψ0-
union of closed balls property. For A ⊂ Rn a nonempty and closed set:
I We say that A is φ0-convex (for φ0 > 0) if and only if for any boundary point
a of A and for all nonzero proximal normal vector ζ to A at a, ζ is realized by
a 1

2φ0
-sphere. We refer the reader to Canino [1], Clarke, Stern and Wolenski [6],

Federer [9], Colombo and Marigonda [7], Colombo, Marigonda and Wolenski [8],
Poliquin and Rockafellar [21], Poliquin, Rockafellar and Thibault [22], and Shapiro
[25], for investigations and applications of φ0-convexity and related properties such
as positive reach, p-convexity, prox-regularity and proximal smoothness.
I We say that A satisfies the θ0-exterior sphere condition (for θ0 > 0) if and only if
for any boundary point a of A there exists a nonzero proximal normal vector ζ to A
at a such that ζ is realized by a 1

2θ0
-sphere. The θ0-exterior sphere condition when

applied to the closure of the complement of A, is a well-known condition in control
theory, called the θ0-interior sphere condition. In fact, this condition is important
in deriving regularity properties for the minimal time function, see Cannarsa and
Frankowska [2] and Cannarsa and Sinestrari [3, 4].

I We say that A is the ψ0-union of closed balls (for ψ0 > 0) if and only if A
can be written as the union of closed balls of radius 1

2ψ0
. The equivalence between

the θ0-interior sphere condition and the ψ0-union of closed balls property was a
conjecture introduced by Nour, Stern and Takche in [12, 13], and proved by the
same authors in [15]. In fact, the authors proved in [15] that if A is a closed set
satisfying the θ0-interior sphere condition then A is 2θ0-union of closed balls (the
converse is straightforward and holds for θ0 = ψ0).
A more general form of the above three regularity properties is obtained when the
radius of the balls, used in their definitions, is taken to be continuously variable.
This corresponds with the replacement of the constant functions φ0, θ0 and ψ0 by
continuous functions. Thus, a natural question arises: Can the main results of
[18] be generalized to the variable radius case. A positive answer to this question
shall be provided in this paper. More precisely, the three equivalence results of
[18, Theorem 3.7] will be generalized to the variable radius case. Furthermore,
we provide using S-convexity, new additional characterizations of the above three
regularity properties, namely φ-convexity, θ-exterior sphere condition, and ψ-union
of closed balls property. Note that even in the constant radius case, these additional
characterizations are new.
The layout of the paper is as follows. Notations and some definitions from non-
smooth analysis will be given in the next section. Section 3 is devoted to the
generalization to the variable radius case of the main results of [18], and to our new
characterizations of φ-convexity, θ-exterior sphere condition, and ψ-union of closed
balls property.
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2. Preliminaries

We denote by ∥ · ∥, ⟨, ⟩, B and B̄, the Euclidean norm, the usual inner product, the
open unit ball and the closed unit ball, respectively. For ρ > 0 and x ∈ Rn, we
set B(x; ρ) := x + ρB and B̄(x; ρ) := x + ρB̄. For a set A ⊂ Rn, Ac, intA, bdryA
and clA are the complement (with respect to Rn), the interior, the boundary and
the closure of A, respectively. We also denote by A′ the complement of the interior
of A, that is, A′ := (intA)c. The closed segment (resp. open segment) joining
two points x and y in Rn is denoted by [x, y] (resp. (x, y)). On the other hand,
for A ⊂ Rn and x ∈ Rn, [A, x] denotes the union of all segments [a, x] such that
a ∈ A. The distance from a point x to a set A is denoted by dA(x). We also denote
by proj A(x) the set of closest points in A to x, that is, the set of points a in A
satisfying dA(x) = ∥a − x∥. For x ∈ Rn and ζ ∈ Rn a unit vector, the directional
distance from x to a closed set A in the direction ζ, denoted by dA(x, ζ), is defined
by dA(x, ζ) := min{t ≥ 0 : x+ tζ ∈ A}, where the minimum of an empty set is taken
to be ∞.
Now we provide certain geometric definitions from proximal analysis. Our general
reference for these constructs is Clarke, Ledyaev, Stern and Wolenski [5]; see also
Mordukhovich [10], Penot [20], and Rockafellar and Wets [24]. Let A be a nonempty
and closed subset of Rn. For x ∈ A, a vector ζ ∈ Rn is said to be proximal normal
to A at x provided that there exists σ = σ(x, ζ) ≥ 0 such that

⟨ζ, a− x⟩ ≤ σ∥a− x∥2, ∀a ∈ A. (1)

The relation (1) is commonly referred to as the proximal normal inequality. No
nonzero ζ satisfying (1) exists if x ∈ intA, but this may also occur for x ∈ bdryA.
For such points, the only proximal normal is ζ = 0. In view of (1), the set of all
proximal normals to A at x is a convex cone, and we denote it by NP

A (x). Now let
x ∈ bdryA, and suppose that 0 ̸= ζ ∈ Rn and r > 0 are such that

B
(
x+ r

ζ

∥ζ∥
; r
)
∩ A = ∅. (2)

Then ζ is a proximal normal to A at x and we say that ζ is realized by an r-sphere.
Note that ζ is then also realized by an r′-sphere for any r′ ∈ (0, r]. One can show
that ζ being realized by an r-sphere is equivalent to the proximal normal inequality
holding with σ = 1

2r
, that is,⟨

ζ

∥ζ∥
, a− x

⟩
≤ 1

2r
∥a− x∥2, ∀a ∈ A. (3)

In that case, we have

projA(y) = {x} for all y ∈
[
x, x+ r

ζ

∥ζ∥

)
, and x ∈ projA

(
x+ r

ζ

∥ζ∥

)
. (4)

On the other hand, for y ̸∈ A, x ∈ projA(y) and ζx := y−x
∥y−x∥ , we have ζx ∈ NP

A (x),
and ζx is realized by a ∥y − x∥-sphere.
We proceed to define the φ-convexity property. A detailed analysis of this property
can be found in Canino [1] under the same p-convexity. See also Colombo and
Marigonda [7] and Nour, Stern and Takche [14].
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Definition 2.1. Let A ⊂ Rn be a nonempty and closed set. We say that A is
φ-convex if there exists a continuous function φ : bdryA −→ [0,∞) such that⟨

ζ

∥ζ∥
, a− x

⟩
≤ φ(x)∥a− x∥2,

for all x ∈ bdryA, a ∈ A and 0 ̸= ζ ∈ NP
A (x). By φ0-convexity we mean φ-convexity

with φ = φ0 a constant.

An important consequence of φ-convexity is that NP
A (x) ̸= {0} for all x ∈ bdryA.

On the other hand, clearly if A is compact and φ-convex then it is φ0-convex.
Indeed, it is sufficient to take φ0 to be the maximum of φ over bdryA. Now using
the equivalence between (2) and (3), we can easily see that A is φ-convex if and
only if there exists a continuous function φ : bdryA −→ [0,∞) such that for all
x ∈ bdryA and for all 0 ̸= ζx ∈ NP

A (x) we have:
• ζx is realized by a 1

2φ(x)
-sphere, if φ(x) ̸= 0,

• ζx is realized by an r-sphere for all r > 0, if φ(x) = 0.
Next, we introduce the θ-exterior sphere condition. We also discuss the equivalence
between this property and the φ-convexity proved in Nour, Stern and Takche [12]
for constant θ and φ, and generalized to the variable radius case by the same authors
in [14].

Definition 2.2. Let A ⊂ Rn be a nonempty closed set. We say that A satisfies the
θ-exterior sphere condition if there exists a continuous function θ : bdryA −→ [0,∞)
such that for all x ∈ bdryA, one can find 0 ̸= ζ ∈ NP

A (x) such that⟨
ζ

∥ζ∥
, a− x

⟩
≤ θ(x) ∥a− x∥2, ∀a ∈ A.

By the θ0-exterior sphere condition we mean the θ-exterior sphere condition with
θ = θ0, a constant. On the other hand, we say that A satisfies the θ-interior sphere
condition if and only if A′ satisfies the θ-exterior sphere condition.

Clearly if A is compact and satisfies the θ-exterior sphere condition, then it satisfies
the θ0-exterior sphere condition. On the other hand, as in the φ-convexity case,
the equivalence between (2) and (3) implies that the θ-exterior sphere condition
coincides with the existence of continuous function θ : bdryA −→ [0,∞) such that
for all x ∈ bdryA one can find vector ζx ̸= 0 satisfying
• ζx is realized by a 1

2θ(x)
-sphere, if θ(x) ̸= 0,

• ζx is realized by an r-sphere for all r > 0, if θ(x) = 0.

The equivalence between φ0-convexity and the θ0-exterior sphere condition is stud-
ied, apparently for the first time, in Nour, Stern and Takche [12]. After proving, via
counterexamples, that the two properties are different, the authors established the
equivalence between these two properties under the epi-Lipschitzness of the set A
and the compactness of bdryA. Recall that a closed set A ⊂ Rn is said to be epi-
Lipschitz if for any point x ∈ A, the set A can be viewed near x, after application of
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an orthogonal matrix, as the epigraph of a Lipschitz continuous function. This geo-
metric definition was introduced by Rockafellar in [23]. The epi-Lipschitz property
is also characterizable in terms of the nonemptiness of the topological interior of the
Clarke tangent cone which is also equivalent to the pointedness of the Clarke normal
cone; see the monographs [5] and [24]. The equivalence result of [12] is generalized
to the variable radius case by the same authors in [14], see also [16]. In fact, in [14]
the authors provided, under the epi-Lipschitzness of A, an analytic relation between
φ and θ, and as a consequence, they obtained under the compactness of bdryA, an
analytic relation between φ0 and θ0, a relation not given in [12].
We terminate this section by introducing the ψ-union of closed balls property.

Definition 2.3. A nonempty and closed set A ⊂ Rn is said to be the ψ-union of
closed balls if and only if there exists a function ψ :A −→ [0,∞) such that:
(i) ψ is upper semicontinuous on A and continuous on bdryA.
(ii) For all x ∈ A, there exists yx ∈ A such that:

(1) x ∈ B̄
(
yx;

1
2ψ(x)

)
⊂ A, if ψ(x) > 0,

(2) x ∈ B̄(x+ t(yx − x); t) ⊂ A for all t > 0, if ψ(x) = 0.

Note that if ψ = ψ0 is a positive constant, then the ψ0-union of closed balls prop-
erty coincides with A being the union of closed balls of radius 1

2ψ0
. The following

analytical characterization of this property is given in Nour and Takche [17].

Proposition 2.4. [17, Proposition 2.1] A nonempty and closed set A ⊂ Rn is the
ψ-union of closed balls if and only if there exists a function ψ : A −→ [0,∞) such
that:
(i) ψ is upper semicontinuous on A and continuous on bdryA.
(ii) For all x ∈ A, one can find a unit vector ζx satisfying:

(1) ∃t∈
[
0, 1

2ψ(x)

]
: ⟨ζx, z−x+ tζx⟩ ≤ ψ(x)∥z−x+ tζx∥2, ∀z∈A′, if ψ(x) > 0,

(2) ⟨ζx, z−x⟩ ≤ 0, ∀z ∈ A′, if ψ(x) = 0.

Remark 2.5. From the proof of [17, Proposition 2.1], we deduce that Definition
2.3(ii)(1) and Definition 2.3(ii)(2) are equivalent to Proposition 2.4(ii)(1) and Propo-
sition 2.4(ii)(2), respectively.

One can easily see that if A is the ψ-union of closed balls, then it satisfies the θ-
interior sphere condition for θ := ψ. The converse implication, known as the variable
radius form of the union of uniform closed balls conjecture, is proved to be valid
in Nour, Stern and Takche [15] and Nour and Takche [17], with a specific relation
relating ψ to θ.

3. Main results

We begin by recalling the definition of S-convexity introduced in [11], and studied
in [18].
Definition 3.1. Let A be a closed and nonempty subset of Rn and let S be a
set containing A. We say that A is S-convex if and only if for all s ∈ S ∩ Ac and
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a ̸= a′ ∈ bdryA satisfying

∥s− a∥ ≤ dbdryS

(
a,

s− a

∥s− a∥

)
and ∥s− a′∥ ≤ dbdryS

(
a′,

s− a′

∥s− a′∥

)
, (5)

we have (s− a) ̸∈ NP
A (a) or (s− a′) ̸∈ NP

A (a
′).

Note that the two conditions of (5) are equivalent to [a, s] ⊂ S and [a′, s] ⊂ S,
respectively. Hence if for a ∈ bdryA, ζ ∈ NP

A (a) and t ≥ 0, the segment [a, a + tζ]
is called normal segment to A at a, then the S-convexity of A means that no two
normal segments to A, at two distinct points, contained in S, intersect in S (see
Figure 3.1).

A is S1!convex

A

S1

A is not S2!convex

A

S2

 

ILEANAMBEEOIMi.org roommates
<latexit sha1_base64="W5mQn/CpWWArmicT9qmTfNrxYbY=">AAACCHicbVC7TsMwFHV4lvIKMDIQUSGxUCUIAVKXAgtjEfQhNVHkuE5r1bEj26laRRlZ+BUWBhBi5RPY+BvcNgO0HOlKx+fcK997gpgSqWz721hYXFpeWS2sFdc3Nre2zZ3dhuSJQLiOOOWiFUCJKWG4roiiuBULDKOA4mbQvxn7zQEWknD2oEYx9iLYZSQkCCot+ebBlVtxewEfpkRmbuXed6avE8TZAA8z3yzZZXsCa544OSmBHDXf/HI7HCURZgpRKGXbsWPlpVAogijOim4icQxRH3ZxW1MGIyy9dHJIZh1ppWOFXOhiypqovydSGEk5igLdGUHVk7PeWPzPaycqvPRSwuJEYYamH4UJtRS3xqlYHSIwUnSkCUSC6F0t1IMCIqWzK+oQnNmT50njtOycl527s1L1Oo+jAPbBITgGDrgAVXALaqAOEHgEz+AVvBlPxovxbnxMWxeMfGYP/IHx+QPUUZnf</latexit>

A is S1-convex
<latexit sha1_base64="VKKkRUB+Ba4oZwnDtKUapSZJtY4=">AAACDHicbVDLSgMxFM34rPVVdekmWAQ3lpkiKnRTdeOyon1AZyiZNNOGZpIhyZSWYT7Ajb/ixoUibv0Ad/6NaTsLbT0QOJxzLjf3+BGjStv2t7W0vLK6tp7byG9ube/sFvb2G0rEEpM6FkzIlo8UYZSTuqaakVYkCQp9Rpr+4GbiN4dEKir4gx5HxAtRj9OAYqSN1CkUr9yK2/fFKKEKcqFTt3LfKc+UUyz4kIxSk7JL9hRwkTgZKYIMtU7hy+0KHIeEa8yQUm3HjrSXIKkpZiTNu7EiEcID1CNtQzkKifKS6TEpPDZKFwZCmsc1nKq/JxIUKjUOfZMMke6reW8i/ue1Yx1cegnlUawJx7NFQcygFnDSDOxSSbBmY0MQltT8FeI+kghr01/elODMn7xIGuWSc15y7s6K1eusjhw4BEfgBDjgAlTBLaiBOsDgETyDV/BmPVkv1rv1MYsuWdnMAfgD6/MHycubeQ==</latexit>

A is not S2-convex

Figure 3.1: S-convexity

The following elementary properties of S-convexity are provided in Nour and Takche
[18].

Proposition 3.2. [18, Proposition 3.3] Let A and S be two nonempty sets in Rn

such that A is closed and A ⊂ S. Then we have the following:
(i) A is convex if and only if A is Rn-convex.
(ii) If A is S-convex and A ⊂ S1 ⊂ S then A is S1-convex.
(iii) If A is S-convex and s ∈ S with [projA(s), s] ⊂ S, then s has a unique

projection on A.

Remark 3.3. It is shown in [18, Example 3.4] that the converse of Propostion
3.2(iii) is not necessarly true. More precisely, the authors provided a closed set
A ⊂ R2 and a set S ⊃ A such that any point in S has a unique projection on A,
but A fails to be S-convex.

In this section, we generalize the main results of [18] to the variable radius case.
More precisely, for given nonempty and closed set A ⊂ Rn and for suitable choices
of S, we prove that the three regularity properties of A: φ-convex, θ-exterior sphere
condition, and ψ-union of closed balls, coincide with S-convexity. This generalizes
the equivalences (i), (ii) and (iii) of [18, Theorem 3.7] to the case in which the
constant 1

2r
is replaced by the functions φ, θ and ψ. We also provide new additional

characterizations of these three regularity properties.
Before proceeding with our results, we introduce the following notations. ForA ⊂ Rn

a nonempty and closed set, a ∈ bdryA, ζ ∈ NP
A (a) unit, and f : bdryA −→ [0,∞)

a continuous function, we define:
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I r(a, ζ) := max{r : ζ is realized by an r-sphere}.

I r(a, ζ, f) := max{r : 2rf(a) ≤ 1 and ζ is realized by an r-sphere}.

I AUP :=
{
x ̸∈ A : projA(x) = {a} and ∥x− a∥ < r

(
a, x−a

∥x−a∥

)}
.

One can easily verify that

r(a, ζ) ∈ (0,∞] and

r(a, ζ, f) = r(a, ζ) ∈ (0,∞], if f(a) = 0,

r(a, ζ, f) = min
{
r(a, ζ), 1

2f(a)

}
∈
(
0, 1

2f(a)

]
, if f(a) ̸= 0.

In the sequel, the following lemma will be used in different places.

Lemma 3.4. Let A ⊂ Rn be a nonempty and closed set. Then A is (A∪AUP )-convex
and

AUP =
∪

a∈bdryA
ζ∈NP

A (a) unit

(a, a+ r(a, ζ)ζ). (6)

Proof. The equality (6) follows directly from the definition of AUP and using (4).
Now we prove that A is (A∪AUP )-convex. If it is not true, then there exist x ∈ AUP

and two normal segments to A (at two distinct points) such that the two normal
segments are in A ∪ AUP , and intersect at x. By (6), there exists a ∈ bdryA,
ζ ∈ NP

A (a) unit such that x ∈ (a, a+ r(a, ζ)ζ). This gives that

projA(x) = {a}, ζ = ζa :=
x− a

∥x− a∥
, and [a, x] ⊂ A ∪ AUP .

Since x belongs to two normal segments to A (at two distinct points) that are in
A ∪ AUP , there exist a′ ∈ bdryA and ζ ′ ∈ NP

A (a
′) unit such that

a′ ̸= a, x ∈ {a′ + tζ ′ : t > 0}, and [a′, x] ⊂ A ∪ AUP .

We consider the following two cases.
Case 1: r(a′, ζ ′) = ∞, or r(a′, ζ ′) <∞ and x ∈ [a′, a′ + r(a′, ζ ′)ζ ′].
Then a′ ∈ projA(x) = {a} which contradicts a′ ̸= a.
Case 2: r(a′, ζ ′) <∞ and x ̸∈ [a′, a′ + r(a′, ζ ′)ζ ′].
Let x′ := a′ + r(a′, ζ ′)ζ ′. We have x′ ∈ Ac and a′ ∈ projA(x

′). Moreover,

x′ ∈ [a′, x′] ⊂ [a′, x] ⊂ A ∪ AUP .

Hence x′∈AUP . Then by (6), there exist a′′∈bdryA and ζ ′′∈NP
A (a

′′) unit, such that

x′ ∈ (a′′, a′′ + r(a′′, ζ ′′)ζ ′′). (7)

This yields that projA(x
′) = {a′′}, and hence a′ = a′′. Therefore,

ζ ′ = ζ ′′ = ζa′ :=
x′ − a′

∥x′ − a′∥
, and r(a′, ζ ′) = r(a′′, ζ ′′) = ∥x′ − a′∥.

Thus, by (7), x′ ∈ (a′, x′), a contradiction.
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3.1. The φ-convexity case

Let A ⊂ Rn be a nonempty and closed set, and let φ : bdryA −→ [0,∞) be a
continuous function. We define the two sets Aφ and Aφ as the following:
I Aφ := {x ∈ Rn : there exists a ∈ projA(x) satisfying 2φ(a)∥x− a∥ < 1}.

I Aφ := Aφ ∪ AUP .

Remark 3.5. If φ = φ0 is a positive constant, then Aφ = A+ 1
2φ0

B. Note that
even in this case, the set Aφ0 does not coincide with Aφ0 . Indeed, for A := B̄ and
φ := 1

2
constant, we have Aφ0 = B̄+ B = B(0; 2), but Aφ0 = Rn.

Proposition 3.6. Let A ⊂ Rn be a nonempty closed set and φ : bdryA −→ [0,∞)
a continuous function. Then we have:
(i) Aφ = A ∪

∪
a∈bdryA, ζ∈NP

A (a) unit
r(a,ζ)=∞ or 2φ(a)r(a,ζ)≥1

[a, a+ r(a, ζ, φ)ζ) ∪
∪

a∈bdryA, ζ∈NP
A (a) unit

r(a,ζ)<∞ and 2φ(a)r(a,ζ)<1

[a, a+ r(a, ζ, φ)ζ].

(ii) Aφ = A ∪
∪

a∈bdryA, ζ∈NP
A (a) unit

r(a,ζ)=∞ or 2φ(a)r(a,ζ)≥1

[a, a+ r(a, ζ)ζ) ∪
∪

a∈bdryA, ζ∈NP
A (a) unit

r(a,ζ)<∞ and 2φ(a)r(a,ζ)<1

[a, a+ r(a, ζ)ζ].

Proof. (i): Let x ∈ Aφ. Then there exists a ∈ projA(x) such that 2φ(a)∥x−a∥ < 1.
If x = a then x ∈ A ⊂ RHS(i) (the right hand side of (i)). Now we assume that
x ̸= a. Let ζa := x−a

∥x−a∥ . Since 2φ(a)∥x− a∥ < 1, we have that r(a, ζa, φ) ≥ ∥x− a∥.
We consider the following three cases.
Case 1: r(a, ζa) = ∞.
Then, if φ(a) = 0, we deduce that r(a, ζa, φ) = r(a, ζa) = ∞. Otherwise, if φ(a) > 0,
we deduce that r(a, ζa, φ) = 1

2φ(a)
, and hence, ∥x− a∥ < 1

2φ(a)
= r(a, ζa, φ). In both

cases, we have x ∈ [a, a+ r(a, ζa, φ)ζa) which yields that x ∈ RHS(i).
Case 2: r(a, ζa) <∞ and 2φ(a)r(a, ζa) ≥ 1.
Then φ(a) > 0 and r(a, ζa, φ) = min

{
r(a, ζa),

1
2φ(a)

}
= 1

2φ(a)
. Hence,

∥x− a∥ < 1

2φ(a)
= r(a, ζa, φ).

This gives that x ∈ [a, a+ r(a, ζa, φ)ζa) which yields that x ∈ RHS(i).
Case 3: r(a, ζa) <∞ and 2φ(a)r(a, ζa) < 1.
Then ∥x − a∥ ≤ r(a, ζa) = r(a, ζa, φ) < ∞. Thus, x ∈ [a, a + r(a, ζa, φ)ζa] which
yields that

x ∈
∪

a∈bdryA, ζ∈NP
A (a) unit

r(a,ζ)<∞ and 2φ(a)r(a,ζ)<1

[a, a+ r(a, ζ, φ)ζ] ⊂ RHS(i).

Therefore, the first inclusion holds. We proceed to prove the second inclusion. Let
x ∈ RHS(i). We consider the following three cases.
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Case 1: x ∈ A.
Then x ∈ projA(x) and 2φ(x)∥x− x∥ = 0 < 1. This gives that x ∈ Aφ.

Case 2: x ∈
∪

a∈bdryA, ζ∈NP
A (a) unit

r(a,ζ)=∞ or 2φ(a)r(a,ζ)≥1

[a, a+ r(a, ζ, φ)ζ).

Then there exist a ∈ bdryA and ζ ∈ NP
A (a) unit, such that we have r(a, ζ) = ∞ or

2φ(a)r(a, ζ) ≥ 1, and x ∈ [a, a + r(a, ζ, φ)ζ). From the latter inclusion, we deduce
that ∥x− a∥ < r(a, ζ, φ) ≤ r(a, ζ), and hence projA(x) = {a}.

Case 2.1: φ(a) = 0.
Then 2φ(a)∥x− a∥ < 1 which yields that x ∈ Aφ.
Case 2.2: φ(a) > 0.
Then, since r(a, ζ, φ) = min

{
r(a, ζ), 1

2φ(a)

}
, and r(a, ζ) = ∞ or 2φ(a)r(a, ζ) ≥ 1,

we deduce that r(a, ζ, φ) = 1
2φ(a)

. Hence,

2φ(a)∥x− a∥ < 2φ(a)r(a, ζ, φ) = 1.
This gives that x ∈ Aφ.

Case 3: x ∈
∪

a∈bdryA, ζ∈NP
A (a) unit

r(a,ζ)<∞ and 2φ(a)r(a,ζ)<1

[a, a+ r(a, ζ, φ)ζ].

Then there exist a ∈ bdryA and ζ ∈ NP
A (a) unit, such that

r(a, ζ) <∞, 2φ(a)r(a, ζ) < 1 and x ∈ [a, a+ r(a, ζ, φ)ζ].

Hence 2φ(a)∥x− a∥ ≤ 2φ(a)r(a, ζ, φ) ≤ 2φ(a)r(a, ζ) < 1.

Therefore, x ∈ Aφ. This terminates the proof of (i).
(ii): Let x ∈ Aφ. Then x ∈ Aφ or x ∈ AUP .
Case 1: x ∈ AUP .
Then by Lemma 3.4, we get that x ∈ RHS(ii).
Case 2: x ∈ Aφ.
Then there exists a ∈ projA(x) such that 2φ(a)∥x − a∥ < 1. If x ∈ A, then clearly
we have x ∈ RHS(ii). If not, then x ̸= a, and hence for ζa := x−a

∥x−a∥ , we have
∥x− a∥ ≤ r(a, ζa).
Case 2.1: ∥x− a∥ < r(a, ζa).
Then x ∈ [a, a+ r(a, ζa)ζa) ⊂ RHS(ii).
Case 2.2: ∥x− a∥ = r(a, ζa).
Then r(a, ζa) <∞ and 2φ(a)r(a, ζa) = 2φ(a)∥x− a∥ < 1. Hence

x ∈
∪

a∈bdryA, ζ∈NP
A (a) unit

r(a,ζ)<∞ and 2φ(a)r(a,ζ)<1

[a, a+ r(a, ζ)ζ] ⊂ RHS(ii).

This terminates the proof of the first inclusion. For the second one, let x ∈ RHS(ii).
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Case 1: x ∈ A.
Then x ∈ Aφ ⊂ Aφ.

Case 2: x ̸∈ A and x ∈
∪

a∈bdryA, ζ∈NP
A (a) unit

r(a,ζ)=∞ or 2φ(a)r(a,ζ)≥1

[a, a+ r(a, ζ)ζ).

Then there exists a ∈ bdryA and ζ ∈ NP
A (a) unit, such that x ∈ (a, a + r(a, ζ)ζ).

From the latter inclusion and using Lemma 3.4, we obtain that x ∈ AUP ⊂ Aφ.

Case 3: x ̸∈ A and x ∈
∪

a∈bdryA, ζ∈NP
A (a) unit

r(a,ζ)<∞ and 2φ(a)r(a,ζ)<1

[a, a+ r(a, ζ)ζ].

Then there exist a ∈ bdryA and ζ ∈ NP
A (a) unit, such that

r(a, ζ) <∞, 2φ(a)r(a, ζ) < 1 and x ∈ [a, a+ r(a, ζ)ζ].

Hence, a ∈ projA(x) and 2φ(a)∥x− a∥ ≤ 2φ(a)r(a, ζ) < 1.

Therefore, x ∈ Aφ ⊂ Aφ.

The following theorem is the main result of this subsection. It contains a generaliza-
tion, to the variable radius case, of [18, Theorem 3.7(i)] as we prove in the Corollary
3.8 below.

Theorem 3.7. Let A ⊂ Rn be a nonempty closed set, and let φ : bdryA −→ [0,∞)
be a continuous function. Then the following assertions are equivalent:
(i) A is φ-convex.
(ii) A is Aφ-convex.
(iii) A is Aφ-convex and Aφ is open.

Proof. (i)=⇒(ii): Assume that A is φ-convex. For a ∈ bdryA and ζ ∈ NP
A (a) unit,

we have the following:
• If φ(a) ̸= 0, then ζ is realized by a 1

2φ(a)
-sphere. This gives that r(a, ζ) ≥ 1

2φ(a)
,

and hence 2φ(a)r(a, ζ) ≥ 1.
• If φ(a) = 0 then ζ is realized by an r-sphere for all r > 0. This gives that

r(a, ζ) = ∞.
Hence, by Proposition 3.6(ii) and Lemma 3.4, we obtain that

Aφ = A ∪
∪

a∈bdryA
ζ∈NP

A (a) unit

[a, a+ r(a, ζ)ζ) = A ∪ AUP .

Now using Lemma 3.4 again, we deduce that A is Aφ-convex.
(ii)=⇒(iii): We assume that A is Aφ-convex. Since Aφ ⊂ Aφ, we get that A is Aφ-
convex. We proceed to prove that Aφ is open. If not, then there exists a sequence
(xn)n≥1 such that

xn ̸∈ Aφ for all n, and xn −→ x0 ∈ Aφ.
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Let an ∈ projA(xn) ⊂ bdryA. Clearly the sequence (an)n is bounded and hence
it admits a subsequence, we do not relabel, that converges to a0 ∈ bdryA. Using
the closedness of the projection map projA(·), we obtain that a0 ∈ projA(x0). Since
xn ̸∈ Aφ, we obtain

2φ(an)∥xn − an∥ ≥ 1.

Taking n −→ ∞ in the previous inequality, we get that

2φ(a0)∥x0 − a0∥ ≥ 1. (8)

Since A is Aφ-convex, x0 ∈ Aφ ⊂ Aφ, and

[projA(x0), x0] =
∪

a∈projA(x0)

[
a, a+ ∥x0 − a∥ x0 − a

∥x0 − a∥

]

= {x0} ∪
∪

a∈projA(x0)

[
a, a+ ∥x0 − a∥ x0 − a

∥x0 − a∥

)
(9)

⊂ {x0} ∪
∪

a∈projA(x0)

[
a, a+ r

(
a,

x0 − a

∥x0 − a∥

)
x0 − a

∥x0 − a∥

)
⊂ Aφ,

we have, by Proposition 3.2(iii), that projA(x0) is a singleton. This yields that
projA(x0) = {a0}. Combining this latter with the definition of Aφ, we conclude that
2φ(a0)∥x0 − a0∥ < 1, which contradicts (8).
(iii)=⇒(i): We assume that A is Aφ-convex and that Aφ is open. If A is not φ-
convex, then there exist a ∈ bdryA and ζa ∈ NP

A (a) unit such that:
• ζa is not realized by a 1

2φ(a)
-sphere, if φ(a) ̸= 0.

• ζa is not realized by an ra-sphere for some ra > 0, if φ(a) = 0.
In both cases we have r(a, ζa) <∞ and 2φ(a)r(a, ζa) < 1.
Let xa := a+ r(a, ζa)ζa. For all x ∈ [a, xa], we have a ∈ projA(x) and

2φ(a)∥x− a∥ ≤ 2φ(a)∥xa − a∥ = 2φ(a)r(a, ζa) < 1.

Hence, [a, xa] ⊂ Aφ. Since Aφ is open and xa ∈ Aφ, there exists ρ > 0 such that
B̄(xa, ρ) ⊂ Aφ. We consider xt := xa + tζa, t ∈ R. Clearly, for all t ∈ [0, ρ] we have
xt ∈ B̄(x0; ρ) ⊂ Aφ. Therefore,

[a, xρ] = [a, xa] ∪ [xa, xρ] ⊂ Aφ. (10)

Since xρ ∈ Aφ, there exists aρ ∈ projA(xρ) such that 2φ(aρ)∥xρ − aρ∥ < 1. Note
that aρ ̸= a since ∥xρ − a∥ = ρ + r(a, ζa) > r(a, ζa). Now since aρ ∈ projA(xρ), we
have for all x ∈ [aρ, xρ] that aρ ∈ projA(x) and

2φ(aρ)∥x− aρ∥ ≤ 2φ(aρ)∥xρ − aρ∥ < 1.

This gives that [aρ, xρ] ⊂ Aφ. Combining this latter with (10), we obtain that the
two normal segments to A, [aρ, xρ] and [a, xρ], intersect at xρ ∈ Aφ. This contradicts
the Aφ-convexity of A.
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Corollary 3.8. [18, Theorem 3.7(i)] Let A ⊂ Rn be a nonempty and closed set,
and let r > 0. Then A is 1

2r
-convex if and only if A is (A+ rB)-convex.

Proof. It is sufficient to consider φ the constant function 1
2r

, apply the equivalence
between (i) and (iii) of Theorem 3.7, and use that Aφ coincides with the open set
A+ rB (see Remark 3.3).

In Theorem 3.7, we cannot eliminate the assumption “Aφ is open” from (iii), as we
prove in the following example.

Example 3.9. In R2, we consider A := {(x, y) : y ≤ 0 or y ≥ 4}, and

φ(x, y) :=

{
1
2

if x ∈ R and y = 0,

1
6

if x ∈ R and y = 4.

We have Aφ = {(x, y) : y < 1 and y ≥ 2} is not open, A is Aφ-convex, but A is not
φ-convex, see Figure 3.2.

Figure 3.2: Example 3.9

Remark 3.10. From (9), we deduce that if A is Aφ-convex, then each point in
Aφ has a unique projection on A. Note that this is not necessarily true for the
Aφ-convexity as one can easily see in Example 3.9.

In the following example, we show that under the φ-convexity of A, the set Aφ is
not necessarily open.

Example 3.11. In Figure 3.3, A is the closed region below the black curve. The
portion of the black curve to the left of the blue line, consists of arcs of circles of
radius 1 centered at the points Cn. The portion to the right is a horizontal line. In
Figure 3.3a and for φ := 1

2
a constant function, the set Aφ is the set of all points in

R2 except the centers Cn and the red semi-lines above them (the blue semi-line is
in Aφ). We have A is φ-convex (and then Aφ-convex), but Aφ is not open. Indeed,
the sequence (Cn)n is outside Aφ with Cn −→ C ∈ Aφ. Note that in this example,
Aφ is the region below the red curve in Figure 3.3b which is open.

3.2. The θ-exterior sphere condition case

Let A ⊂ Rn be a nonempty and closed set, and let θ : bdryA −→ [0,∞) be a
continuous function. We denote by bdryθA the set of boundary point a ∈ bdryA
such that θ(a) = 0 and there exists ζ ∈ NP

A (a) unit with r(a, ζ) = ∞, or θ(a) > 0
and there exists ζ ∈ NP

A (a) unit and realized by a 1
2θ(a)

-sphere.
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(a) Aφ is not open (b) Aφ is open

Figure 3.3: Example 3.11

Thus, we have
bdryθA := {a ∈ bdryA : θ(a) = 0 and ∃ζ ∈ NP

A (a) unit with r(a, ζ) = ∞}∪

{a ∈ bdryA : θ(a) > 0 and ∃ζ ∈ NP
A (a) unit with 2θ(a)r(a, ζ) ≥ 1}.

One can easily verify that bdryθA can be written as follows:
bdryθA = {a ∈ bdryA : θ(a) = 0 and ∃ζ ∈ NP

A (a) unit with r(a, ζ, θ) = ∞}∪{
a ∈ bdryA : θ(a) > 0 and ∃ζ ∈ NP

A (a) unit with r(a, ζ, θ) = 1

2θ(a)

}
.

The following lemma will play a crucial role in the proof of the main result of this
subsection.

Lemma 3.12. bdryθA is closed.

Proof. Let (an)n be a sequence such that an ∈ bdryθA and an −→ a0 ∈ bdryA.
Case 1: (an)n has a subsequence, we do not relabel, such that θ(an) = 0 for all n.
For each n, there exists ζn ∈ NP

A (an) unit such that r(an, ζn) = ∞. By the proximal
normal inequality, we have

⟨ζn, a− an⟩ ≤ 0, ∀a ∈ A. (11)

Since ζn are unit vectors, we can assume that ζn −→ ζ0, where ζ0 is unit. Taking
n −→ ∞ in (11) and using the continuity of θ, we get that θ(a0) = 0, and

⟨ζ0, a− a0⟩ ≤ 0, ∀a ∈ A.

This gives that ζ0 ∈ NP
A (a0) and r(a0, ζ0) = ∞. Therefore, a0 ∈ bdryθA.

Case 2: There exists N such that θ(an) > 0 for all n ≥ N .
For each n ≥ N , we have the existence of ζn ∈ NP

A (an) such that

2θ(an)r(an, ζn) ≥ 1.

Hence, by the proximal normal inequality, we have for all a ∈ A, that

⟨ζn, a− an⟩ ≤
1

2r(an, ζn)
∥a− an∥2 ≤ θ(an)∥a− an∥2.



14 C. Nour, J. Takche / S-Convexity: The Variable Radius Case

Taking n −→ ∞ and using the continuity of θ, we obtain that
⟨ζ0, a− a0⟩ ≤ θ(a0)∥a− a0∥2, ∀a ∈ A. (12)

Thus, ζ0 ∈ NP
A (a0). Now, if θ(a0) = 0, then (12) yields that r(a0, ζ0) = ∞, and

hence, a0 ∈ bdryθA. If θ(a0) > 0, then (12) yields that r(a0, ζ0) ≥ 1
2θ(a0)

, and hence,
a0 ∈ bdryθA. Therefore, a0 ∈ bdryθA.

We proceed to define the two sets Āθ and Āθ as follows:
I Āθ := A ∪ AUP (θ) ∪ {x ̸∈ A : projA(x) ̸⊂ bdryθA}, where

AUP (θ) :=
{
x ̸∈ A : projA(x) = {a} and ∥x− a∥ < r

(
a,

x− a

∥x− a∥
, θ
)}
.

I Āθ := A ∪ AUP ∪ {x ̸∈ A : projA(x) ̸⊂ bdryθA}.

Since r(a, ζ, θ) ≤ r(a, ζ) for all a ∈ bdryA and ζ ∈ NP
A (a) unit, we have Āθ ⊂ Āθ.

In fact, we have Āθ = Āθ ∪ AUP . Furthermore, we have the following.

Proposition 3.13. Let A ⊂ Rn be a nonempty closed set and θ : bdryA −→ [0,∞)
a continuous function. Then we have:

(i) Āθ = A ∪
∪

a∈bdryθA
ζ∈NP

A (a) unit

[a, a+ r(a, ζ, θ)ζ) ∪
∪

a∈(bdryA)∩(bdryθA)c
ζ∈NP

A (a) unit

[a, a+ r(a, ζ, θ)ζ].

(ii) Āθ = A ∪
∪

a∈bdryθA
ζ∈NP

A (a) unit

[a, a+ r(a, ζ)ζ) ∪
∪

a∈(bdryA)∩(bdryθA)c
ζ∈NP

A (a) unit

[a, a+ r(a, ζ)ζ].

Proof. (i): Let x ∈ Āθ. If x ∈ A then x ∈ RHS(i). We consider the following two
cases.
Case 1: x ∈ {x ̸∈ A : projA(x) ̸⊂ bdryθA}.
Let a ∈ projA(x) such that a ̸∈ bdryθA. Then, for ζa := x−a

∥x−a∥ , we have

[θ(a) = 0 and r(a, ζa) <∞] or [θ(a) > 0 and 2θ(a)r(a, ζa) < 1].

Hence, r(a, ζa, θ) <∞ and 2θ(a)r(a, ζa, θ) < 1. This gives that r(a, ζa, θ) = r(a, ζa).
Then ∥x− a∥ ≤ r(a, ζa) = r(a, ζa, θ). Therefore,

x ∈
∪

a∈(bdryA)∩(bdryθA)c
ζ∈NP

A (a) unit

[a, a+ r(a, ζ, θ)ζ] ⊂ RHS(i).

Case 2: x ∈ AUP (θ).
Then projA(x) = {a} and ∥x− a∥ < r(a, ζa, θ), where ζa := x−a

∥x−a∥ . This yields that
x ∈ [a, a + r(a, ζa, θ)ζa) ⊂ RHS(i). Therefore, the first inclusion holds. We proceed
to prove the second inclusion. Let x ∈ RHS(i). If x ∈ A then x ∈ Āθ. We assume
that a ̸∈ A and we consider the following two cases.
Case 1: x ∈ (a, a+ r(a, ζ, θ)ζ) for some a ∈ bdryA and ζ ∈ NP

A (a) unit.

Then proja(x) = {a} and ∥x − a∥ < r(a, ζ, θ) = r
(
a, x−a

∥x−a∥ , θ
)

. This gives that
x ∈ AUP (θ) ⊂ Āθ.
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Case 2: x = a+ r(a, ζ, θ)ζ for some a ∈ (bdryA)∩ (bdryθA)c and ζ ∈ NP
A (a) unit.

Then a ∈ projA(x), which gives that projA(x) ̸⊂ A. Thus, x ∈ Āθ.
(ii): Follows using arguments similar to those employed in the proof of (i).

Remark 3.14. In this remark, we prove that Āθ ⊂ Aθ and Āθ ⊂ Aθ. For the first
inclusion, let x ∈ Āθ. We have the following:
• If x ∈ A then x ∈ Aθ.
• If x ∈ [a, a + r(a, ζ, θ)ζ) with a ∈ bdryθA and ζ ∈ NP

A (a) unit, then using
Proposition 3.6(i) and the fact that [a, a+ ζ(a, ζ, θ)ζ) ⊂ [a, a+ ζ(a, ζ, θ)ζ], we
obtain that x ∈ Aθ.

• If x ∈ [a, a + r(a, ζ, θ)ζ] with a ∈ (bdryA) ∩ (bdryθA)c and ζ ∈ NP
A (a) unit,

then

[θ(a) = 0 and r(a, ζ) <∞] or [θ(a) > 0 and 2θ(a)r(a, ζ) < 1].

In both cases, we have r(a, ζ) < ∞ and 2θ(a)r(a, ζ) < 1, which gives, using
Proposition 3.6(i), that x ∈ Aθ.

Therefore, Āθ ⊂ Aθ. For the second inclusion, it is sufficient to remark that

Āθ = Āθ ∪ AUP ⊂ Aθ ∪ AUP = Aθ.

The following theorem is the main result of this subsection. It contains a gener-
alization of the equivalence statement [18, Theorem 3.7(ii)] to the variable radius
case, see Corollary 3.16 below. Before presenting our main result, we introduce the
condition (UP)θ as follows:
(UP)θ ∀x ∈ Āθ

[
x ∈ bdry Āθ =⇒ projA(x) is a singleton

]
.

Theorem 3.15. Let A ⊂ Rn be a nonempty closed set, and let θ : bdryA −→ [0,∞)
be a continuous function. Then the following assertions are equivalent:
(i) A satisfies the θ-exterior sphere condition.
(ii) A is Āθ-convex.
(iii) A is Āθ-convex and (UP)θ is satisfied.

Proof. (i)=⇒(ii): Assume that A satisfies the θ-exterior sphere condition. We claim
that bdryA = bdryθA. Indeed, for a ∈ bdryA, we have
• If θ(a) = 0, then there exists ζa ∈ NP

A (a) unit and realized by an r-sphere for
all r > 0. This gives that r(a, ζa) = ∞, and hence a ∈ bdryθA.

• If θ(a) ̸= 0, then there exists ζa ∈ NP
A (a) unit and realized by a 1

2θ(a)
-sphere.

This gives that 2θ(a)r(a, ζ) ≥ 1, and hence a ∈ bdryθA.
Therefore bdryA = bdryθA. This yields, using Proposition 3.13(ii) and Lemma 3.4,
that

Āθ = A ∪
∪

a∈bdryA
ζ∈NP

A (a) unit

[a, a+ r(a, ζ)ζ) = A ∪ AUP .

Now Lemma 3.4 gives that A is Āθ-convex.
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(ii)=⇒(iii): Since Āθ ⊂ Āθ, we get that A is Āθ-convex. Now assume that (UP)θ
is not satisfied. Then there exists x0 ∈ Āθ ∩ bdry Āθ such that projA(x0) is not a
singleton. Let {a1, a2} ⊂ projA(x0) such that a0 ̸= a1. Since x0 ∈ Āθ ⊂ Āθ and
∥x0− ai∥ ≤ r(ai, ζi) where ζi := x0−ai

∥x0−ai∥ , i = 1, 2, we get by Proposition 3.13(ii) that

[ai, x0] = {x0} ∪ [ai, ai + ∥x0 − ai∥ζi) ⊂ {x0} ∪ [ai, ai + r(ai, ζi)ζi) ⊂ Āθ, i = 1, 2.

Therefore, the two normal segments to A, [a1, x0] and [a2, x0] are inside Āθ and
intersects at x0. This contradicts the Āθ-convexity of A.
(iii)=⇒(i): Assume that A is Āθ-convex and (UP)θ holds. If A does not satisfy the
θ-exterior sphere condition, then there exists a ∈ bdryA such that for all ζ ∈ NP

A (a)
unit, we have:
• If θ(a) = 0, then one can find r > 0 such that B(a+ rζ; r)∩A ̸= ∅. This gives

that r(a, ζ) <∞, and hence a ̸∈ bdryθA. Thus, [a, a+ r(a, ζ, θ)ζ] ⊂ Āθ.
• If θ(a) ̸= 0, then B

(
a+ 1

2θ(a)
ζ; 1

2θ(a)

)
∩A ̸= ∅. This gives that r(a, ζ) < 1

2θ(a)
, and

hence 2θ(a)r(a, ζ) < 1. Then a ̸∈ bdryθA, and thus, [a, a+ r(a, ζ, θ)ζ] ⊂ Āθ.
Therefore, there exists a ∈ bdryA ∩ (bdryθA)c such that for all ζ ∈ NP

A (a) unit,
we have r(a, ζ) < ∞, 2θ(a)r(a, ζ) < 1 and [a, a + r(a, ζ, θ)ζ] ⊂ Āθ. Since the set
of points x ∈ bdryA for which NP

A (x) ̸= {0} is dense in bdryA, see [6, Corollary
1.6.2], and bdryθA is closed by Lemma 3.12, we can assume that NP

A (a) ̸= {0}. We
fix ζa ∈ NP

A (a) unit, and we denote by xa := a+ r(a, ζa, θ)ζa. We have

r(a, ζ) <∞, 2θ(a)r(a, ζ) < 1, [a, xa] ⊂ Āθ, and a ∈ projA(xa).

Case 1: There exists ε > 0 such that [xa, xa + εζa] ⊂ Āθ.
We consider xε := xa + εζa, where ε is taken small enough so that xε ̸∈ A. We have
[a, xε] = [a, xa] ∪ [xa, xε] ⊂ Āθ. Since xε ∈ Āθ and using Proposition 3.13(i), there
exist aε ∈ bdryA and ζaε ∈ NP

A (aε) unit, such that

[aε, xε) ⊂ [aε, aε + r(aε, ζaε , θ)ζaε) ⊂ Āθ.

Since ∥xε − a∥ = ε+ r(a, ζa, θ) and ∥xε − aε∥ ≤ r(aε, ζaε , θ), we deduce that aε ̸= a.
Therefore, the two normal segments to A, [a, xε] and [aε, xε] are inside Āθ and
intersects at xε. This contradicts the Āθ-convexity of A.

Case 2: There exists xn of the form xa + tζa, t > 0 : xn ̸∈ Āθ and xn −−−−→
n−→∞

xa.

Then xa ∈ Āθ ∩ bdry Āθ which yields by (UP)θ that projA(xa) = {a}. Now, let
an ∈ projA(xn). Since xn −→ xa, we have that (an)n is bounded. Hence, it admits a
subsequent, we do not relabel, that converges to a point a0. Having that the projec-
tion map projA(·) is closed and that projA(xa) = {a}, we deduce that a0 = a, and
then an −→ a. Add to this that bdryθA is closed, we conclude that, for n sufficiently
large, an ∈ (bdryθA)c. This gives that, for n sufficiently large, projA(xn) ̸⊂ bdryθA.
Hence, using that xn ̸∈ A (since xn ̸∈ Āθ and A ⊂ Āθ), the definition of Āθ yields
that, for n sufficiently large, xn ∈ Āθ, a contradiction.
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Corollary 3.16. [18, Theorem 3.7(ii)] Let A ⊂ Rn be a nonempty and closed set,
and let r > 0. Then A satisfies the 1

2r
-exterior sphere condition if and only if A is

Ā 1
2r

-convex.

Proof. By Theorem 3.15, applied for θ = 1
2r

constant, it is sufficient to prove that if
A is Ā 1

2r
-convex, then (UP) 1

2r
is satisfied. If not, then there exists x0 ∈ Ā 1

2r
∩bdry Ā 1

2r

such that projA(x0) is not a singleton. Let {a1, a2} ⊂ projA(x0) such that a1 ̸= a2.
Since x0 ∈ Ā 1

2r
⊂ A 1

2r
, we have that ∥x0 − a1∥ = ∥x0 − a2∥ = dA(x0) < r. Hence,

for ζ1 := x0−a1
∥x0−a1∥ and ζ2 :=

x0−a2
∥x0−a2∥ , we obtain that

∥x0 − ai∥ ≤ r
(
a, ζ0,

1

2r

)
≤ r, i = 1, 2.

This gives, using Proposition 3.13(i), that

[ai, x0] = {x0} ∪ [ai, ai + ∥x0 − ai∥ζi)

⊂ {x0} ∪
[
ai, ai + r

(
ai, ζi,

1

2r

)
ζi

)
⊂ Ā 1

2r
, i = 1, 2.

Therefore, the two normal segments to A, [a1, x0] and [a2, x0] are inside Ā 1
2r

and
intersect at x0. This contradicts the Ā 1

2r
-convexity of A.

Remark 3.17. As in Remark 3.10, one can easily verify that if A is Āθ-convex,
then each point in Āθ has a unique projection on A. This does not necessarily hold
for Āθ, and this explains the addition of the condition (UP)θ in Theorem 3.15(iii).
Indeed, if we take A and the function θ = φ as in Example 3.9, then we have that
Āθ = {(x, y) : y < 1 and y ≥ 2}, (UP)θ is not satisfied, A is Āθ-convex, but A does
not satisfy the θ-exterior sphere condition. Note that (UP)θ is not satisfied since
the points (x, 2) ∈ Āθ ∩ bdry Āθ, x ∈ R, have two projection points on A.
On the other hand, one can easily verify that if Āθ is open, then the condition (UP)θ
is satisfied. Indeed, in that case we have Āθ ∩ bdry Āθ = ∅. The following example
proves that the condition (UP)θ cannot be replaced by Āθ being open. In R3, we
consider the following:
I The points Cn :=

(√
3
2
, 3
2n
,
√

1
4
− 1

4n

)
, n ∈ N.

I For each n, Sn is the sphere of center Cn and radius 1.
I A is the closed set lying below the spheres Sn, n ∈ N, and between the planes

x = 0, x =
√
3
2

, y = 0 and y = 3
2
, see Figure 3.4.

For any boundary point a of A, there exists ζa ∈ NP
A (a) unit realized by a 1-sphere.

Indeed, it is sufficient to take ζa as the following:
I ζa := i for a in the plane x =

√
3
2

.
I ζa := −i for a in the plane x = 0.
I ζa := −j for a in the plane y = 0.
I ζa := j for a in the plane y = 3

2
.

I ζa :=
Cn−a

∥Cn−a∥ for a ∈ Sn.
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Figure 3.4: The set A of Remark 3.17

Hence, A satisfies the 1
2
-exterior sphere condition. By Theorem 3.15, we deduce

that A is Ā 1
2 -convex, and hence, Ā 1

2
-convex since Ā 1

2
⊂ Ā

1
2 . We claim that Ā 1

2
is

not open. Indeed, let xn be the center of the circle intersection between Sn and
the yz-plane. These circles have a radius of 1

2
. We denote by an the lowest point

in these circles. The unit vector xn−an
∥xn−an∥ is normal to A at an, and is realized by

a 1
2
-ball. This yields that r

(
an, ζan ,

1
2

)
= 1

2
, and hence, xn ̸∈ Ā 1

2
. The sequence

xn −→ x0 :=
(
0, 0, 1

2

)
. On the other hand, since the vector k is normal to A at

the origin and is realized by an r-ball, for all r ∈ [0,+∞), we have r
(
0, k, 1

2

)
= 1.

Hence, x0 ∈ [(0, 0, 0), (0, 0, 1)) ⊂ Ā 1
2
. Therefore, Ā 1

2
is not open.

We terminate this subsection by the following corollary in which we provide two
new sufficient conditions for the equivalence between φ-convexity and the θ-exterior
sphere condition.

Corollary 3.18. Let A ⊂ Rn be a nonempty and closed set satisfying the θ-exterior
sphere condition. We have the following:
(i) If there exists φ : bdryA −→ [0,∞) such that φ is continuous, φ ≥ θ, and

Āφ = Aφ, then A is φ-convex.
(ii) If there exists φ : bdryA −→ [0,∞) such that φ is continuous, φ ≥ θ, and

Āφ = Aφ is open, then A is φ-convex.

Proof. (i): Having that A satisfies the θ-exterior sphere condition, we conclude
from Theorem 3.15 and its proof that A is Āθ-convex, bdryA = bdryθA, and

Āθ = A ∪
∪

a∈bdryA
ζ∈NP

A (a) unit

[a, a+ r(a, ζ)ζ). (13)

Since φ ≥ θ, we claim that bdryθA ⊂ bdryφA. Indeed, let a ∈ bdryθA.
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Case 1: φ(a) = 0.

Then θ(a) = 0. This gives, since a ∈ bdryθA, the existence of ζ ∈ NP
A (a) such that

r(a, ζ) = ∞. Thus, a ∈ bdryφA.
Case 2: φ(a) > 0.

If θ(a) = 0, then a ∈ bdryθA gives the existence of ζ ∈ NP
A (a) such that r(a, ζ) = ∞.

Hence φ(a)r(a, ζ) = ∞ > 1. Thus, a ∈ bdryφA. Now we assume that θ(a) > 0.
Since a ∈ bdryθA, there exists ζ ∈ NP

A (a) such that 2θ(a)r(a, ζ) ≥ 1. Then,

2φ(a)r(a, ζ) ≥ 2θ(a)r(a, ζ) ≥ 1.

Thus, a ∈ bdryφA. The proof of the claim is terminated. Therefore,

bdryA = bdryθA ⊂ bdryφA.

This gives that bdryφA = bdryA. Hence, using (13), Propossition 3.13(ii), and the
equality Āφ = Aφ, we get that

Aφ = Āφ = A ∪
∪

a∈bdryA
ζ∈NP

A (a) unit

[a, a+ r(a, ζ)ζ) = Āθ.

Thus, A is Aφ-convex, and hence by Theorem 3.7, A is φ-convex.
(ii): Follows using arguments similar to those employed in the proof of (i).

Remark 3.19. As we mentioned in Section 2, Nour and Takche proved in [14, The-
orem 7] that the equivalence between φ-convexity and the θ-exterior sphere condition
holds if A is epi-Lipschitz. Even if the sufficient conditions given in Corollary 3.18
are weaker than the epi-Lipschitzness of A, what is useful in [14, Theorem 7] is the
construction of φ from θ and A, see [14, Remark 12].1

3.3. The ψ-union of closed balls property case

Let A ⊂ Rn be a nonempty closed set with A = cl (intA), and let ψ :A′ −→ [0,∞)
be an upper semicontinuous function which is continuous on bdryA′ = bdryA. We
define the set A′(ψ) as follows:

x ∈ A′(ψ) ⇐⇒ ∃yx ∈ A′ :

x ∈ B̄
(
yx;

1
2ψ(x)

)
⊂ A′, if ψ(x) > 0,

x ∈ B̄(x+ t(yx − x); t) ⊂ A′, ∀t > 0, if ψ(x) = 0.

⇐⇒ ∃ζx ∈ Rn unit satisfying∃t ∈
[
0, 1

2ψ(x)

]
: ⟨ζx, z − x+ tζx⟩ ≤ ψ(x)∥z − x+ tζx∥2, ∀z ∈ A, if ψ(x) > 0,

⟨ζx, z − x⟩ ≤ 0, ∀z ∈ A, if ψ(x) = 0.

Note that the last equivalence is a direct consequence of Proposition 2.4 and Re-
mark 2.5. The following lemma will be essential for reaching the main result of this
subsection under minimal assumptions.
1In fact, one can easily prove that if A is epi-Lipschitz and satisfies the θ-exterior sphere condition,
then the sufficient conditions of Corollary 3.18 are valid.
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Lemma 3.20. A′(ψ) is closed.

Proof. Let (an)n be a sequence such that an ∈ A′(ψ) for all n, and an −→ a0 ∈ A′.
Denote by ℓ := lim sup

n−→∞
ψ(an). By the upper semicontinuity of ψ, we have ψ(a0) ≥ ℓ.

Case 1: (an)n has a subsequence, we do not relabel, such that ψ(an) = 0 for all n.
Then there exist unit vectors ζn such that

⟨ζn, a− an⟩ ≤ 0, ∀a ∈ A. (14)

Since the sequence (ζn)n is bounded, we can assume that ζn −→ ζ0 unit. Taking
n −→ ∞ in (14), we obtain that

⟨ζ0, a− a0⟩ ≤ 0, ∀a ∈ A.

If ψ(a0) = 0, then clearly we have a0 ∈ A′(ψ). Now we assume that ψ(a0) > 0.
Hence for t0 := 0 ∈ [0, 1

2ψ(a0)
], (14) yields that

⟨ζ0, a− a0 + t0ζ0⟩ ≤ ψ(a0)∥a− a0 + t0ζ0∥2, ∀a ∈ A.

This gives that a0 ∈ A′(ψ).
Case 2: There exists N such that ψ(an) > 0 for all n ≥ N .
Then for each n ≥ N , we have

∃yn ∈ A′ : an ∈ B̄
(
yn;

1

2ψ(an)

)
⊂ A′. (15)

This is equivalent to the existence, for each n ≥ N , of ζn unit and tn ∈
[
0, 1

2ψ(an)

]
such that

⟨ζn, z − an + tnζn⟩ ≤ ψ(an)∥z − an + tnζn∥2, ∀z ∈ A. (16)

Case 2.1: ℓ = lim sup
n−→∞

ψ(an) > 0.

Then ψ(a0) ≥ ℓ > 0, and the sequence (an)n admits a subsequence, we do not relabel,
such that ψ(an) −→ ℓ. Since tn ∈

[
0, 1

2ψ(an)

]
, we deduce that (tn)n is bounded, and

hence it has a subsequence, we do not relabel, that converges to a t0 ∈
[
0, 1

2ψ(a0)

]
.

Moreover, having that ζn are unit vectors, we can assume that ζn −→ ζ0 unit. Now
taking n −→ ∞ in (16), we obtain that for all z ∈ A,

⟨ζ0, z − a0 + t0ζ0⟩ ≤ ℓ∥z − a0 + t0ζ0∥2 ≤ ψ(a0)∥z − a0 + t0ζ0∥2.

Therefore, a0 ∈ A′(ψ).
Case 2.2: ℓ = lim sup

n−→∞
ψ(an) = 0.

We claim that (∥an − yn∥)n is an unbounded sequence. Indeed, if not, then (yn)n
is bounded, and hence, we can assume that yn −→ y0 ∈ A′. This gives, since
ψ(an) −→ 0 and B̄

(
yn;

1
2ψ(an)

)
⊂ A′, that Rn ⊂ A′. Thus, A = ∅, a contradiction.

Hence, we can assume that

∥an − yn∥ ̸= 0 for all n, and ∥an − yn∥ −→ ∞.
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By (15), we have for ζn := yn−an
∥ȳn−an∥ , that

B̄
(
an + ∥yn − an∥ζn; ∥yn − an∥

)
⊂ B̄

(
yn;

1

2ψ(an)

)
⊂ A′.

Hence, by the equivalence between (2) and (3), we deduce that

⟨ζn, a− an⟩ ≤
1

∥yn − an∥
∥a− an∥2, ∀a ∈ A.

Taking n −→ ∞ and assuming that ζn −→ ζ0 unit (which can be assumed since ζn
are unit vectors), we obtain that

⟨ζ0, a− a0⟩ ≤ 0, ∀a ∈ A.

Proceeding as in the last part of Case 1 above, we conclude that a0 ∈ A′(ψ).

Now we define the two sets Ãψ and Ãψ by:

I Ãψ := A ∪
∪

a∈bdryA, ζ∈NP
A (a) unit

[a,a+r(a,ζ,ψ)ζ]⊂A′(ψ)

[a, a+ r(a, ζ, ψ)ζ) ∪
∪

a∈bdryA, ζ∈NP
A (a) unit

[a,a+r(a,ζ,ψ)ζ] ̸⊂A′(ψ)

[a, a+ r(a, ζ, ψ)ζ].

I Ãψ := A ∪
∪

a∈bdryA, ζ∈NP
A (a) unit

[a,a+r(a,ζ)ζ]⊂A′(ψ)

[a, a+ r(a, ζ)ζ) ∪
∪

a∈bdryA, ζ∈NP
A (a) unit

[a,a+r(a,ζ)ζ] ̸⊂A′(ψ)

[a, a+ r(a, ζ)ζ].

Proposition 3.21. Let A ⊂ Rn be a nonempty and closed set with A = cl (intA),
and let ψ : A′ −→ [0,∞) be an upper semicontinuous function which is continuous
on bdryA′ = bdryA. Then we have:

(i) Ãψ ⊂ Ãψ. (ii) Āψ ⊂ Ãψ. (iii) Āψ ⊂ Ãψ.

Proof. (i): Let x ∈ Ãψ. We have the following:
• If x ∈ A then x ∈ Ãψ.
• If x ∈ [a, a+ r(a, ζ, ψ)ζ) with a ∈ bdryA and ζ ∈ NP

A (a) unit, then x ∈ Ãψ.
• If x= a+ r(a, ζ, ψ)ζ with a∈bdryA, ζ ∈NP

A (a) unit, and [a, a+ r(a, ζ, ψ)ζ] ̸⊂
A′(ψ), then, since r(a, ζ, ψ) ≤ r(a, ζ), we get that

x ∈ [a, a+ r(a, ζ)ζ] and [a, a+ r(a, ζ)ζ] ̸⊂ A′(ψ).

Thus, by the definition of Ãψ, we deduce that x ∈ Ãψ.
Therefore, x ∈ Ãψ.
(ii): Let x ∈ Āψ. Using Proposition 3.13(i), we have the following:
• If x ∈ A then x ∈ Ãψ.
• If x ∈ [a, a+ r(a, ζ, ψ)ζ) with a ∈ bdryA and ζ ∈ NP

A (a) unit, then x ∈ Ãψ.
• If x = a+r(a, ζ, ψ)ζ with a ∈ (bdryA)∩(bdryψA)c and ζ ∈ NP

A (a) unit, then:
• ψ(a) = 0 =⇒ [∀ζ ′ ∈ NP

A (a) unit, we have r(a, ζ ′) <∞].
• ψ(a) > 0 =⇒ [∀ζ ′ ∈ NP

A (a) unit, we have 2ψ(a)r(a, ζ ′) < 1].
This yields that a ̸∈ A′(ψ), and hence [a, a + r(a, ζ, ψ)ζ] ̸⊂ A′(ψ). Thus,
x ∈ Ãψ.
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Therefore, x ∈ Ãψ.
(iii): Follows using arguments similar to those employed in the proof of (ii).

The following theorem is the main result of this subsection. A part of this theorem
generalizes the equivalence statement [18, Theorem 3.7(iii)] to the variable radius
case, as we will show in Corollary 3.24.

Theorem 3.22. Let A ⊂ Rn be a nonempty and closed set with A = cl (intA), and
let ψ : A′ −→ [0,∞) be an upper semicontinuous function which is continuous on
bdryA′ = bdryA. Then the following assertions are equivalent:
(i) A′ is the ψ-union of closed balls
(ii) A is Ãψ-convex.
(iii) A is Ãψ-convex, (UP)ψ is satisfied, and (Aψ ∩ Ac) ⊂ A′(ψ).

Proof. (i)=⇒(ii): Assume that A′ is the ψ-union of closed balls. Then A′(ψ) = A′,
and hence by the definition of Ãψ and using Lemma 3.4,

Ãψ = A ∪
∪

a∈bdryA
ζ∈NP

A (a) unit

[a, a+ r(a, ζ)ζ) = A ∪ AUP .

Now by Lemma 3.4, A is Ãψ-convex.
(ii)=⇒(iii): Assume that A is Ãψ-convex. Since Ãψ ⊂ Ãψ, we deduce that A is
Ãψ-convex. On the other hand, by Proposition 3.21, we have Āψ ⊂ Ãψ. This gives
that A is Āψ-convex, and hence by Theorem 3.15, (UP)ψ is satisfied. We proceed
to prove that (Aψ ∩Ac) ⊂ A′(ψ). If not, then there exists x0 ∈ (Aψ ∩Ac) such that
x0 ̸∈ A′(ψ). Let a0 ∈ projA(x0). Since x0 ̸∈ A, we have that a0 ̸= x0. Moreover, for
ζ0 := x0−a0

∥x0−a0∥ , we have r(a0, ζ0) ≥ ∥x0 − a0∥. Then, x0 ∈ [a0, a0 + r(a0, ζ0)ζ0]. This
latter result, the fact that x0 ̸∈ A′(ψ), and the definition of Ãψ, yield that

[a0, a0 + r(a0, ζ0)ζ0] ⊂ Ãψ. (17)

Let y0 := a0 + r(a0, ζ0)ζ0. Since A is Ãψ-convex, y0 ∈ Ãψ (by (17)), and

[projA(y0), y0] =
∪

a∈projA(y0)

[
a, a+ ∥y0 − a∥ y0 − a

∥y0 − a∥

]

= {y0} ∪
∪

a∈projA(y0)

[
a, a+ ∥y0 − a∥ y0 − a

∥y0 − a∥

)
, (18)

⊂ {y0} ∪
∪

a∈projA(y0)

[
a, a+ r

(
a,

y0 − a

∥y0 − a∥

)
y0 − a

∥y0 − a∥

)
⊂ Ãψ,

we have, by Proposition 3.2(iii), that projA(y0) is a singleton. This yields, since
a0 ∈ projA(y0), that projA(y0) = {a0}. For ε > 0, we define yε and aε as follows:

yε := a0 + (ε+ r(a0, ζ0))ζ0 = y0 + εζ0, and aε ∈ projA(yε).
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Taking ε sufficiently small, we can assume that yε ̸∈ A. Moreover, by the definition
of r(a0, ζ0), and since ∥yε− a0∥ = ε+ r(a0, ζ0) > r(a0, ζ0), we get that aε ̸= a0. Now
for ζε := yε−aε

∥yε−aε∥ , we have

[aε, yε) ⊂ [aε, aε + r(aε, ζε)ζε) ⊂ Ãψ.

Since yε −→ y0 as ε −→ 0, projA(y0) = {a0}, and using the closedness of the
projection map projA(·), we can assume that aε −→ a0 as ε −→ 0. Define

zε := λεaε + (1− λε)yε, where λε :=
∥yε − x0∥
∥yε − a0∥

=
∥yε − x0∥

∥yε − x0∥+ ∥x0 − a0∥
< 1.

We have zε ∈ [aε, yε], and ∥zε − x0∥ = λε∥aε − a0∥. Hence, since A′(ψ) is closed
(by Lemma 3.20), and x0 ∈ (A′(ψ))c, there exists ε0 > 0 such that zε ∈ (A′(ψ))c for
all ε ∈ (0, ε0]. This yields that [aε, yε] ̸⊂ A′(ψ) for all ε ∈ (0, ε0], and then by the
definition of Ãψ,

yε ∈ [aε, aε + r(aε, ζε)ζε] ⊂ Ãψ for all ε ∈ (0, ε0].

Hence, [a0, yε0 ] = [a0, y0] ∪ (y0, yε0 ] = [a0, y0]
∪

ε∈(0,ε0]

{yε} ⊂ Ãψ.

Therefore, the two normal segments to A, [aε0 , yε0 ] and [a0, yε0 ] are inside Ãψ and
intersect at yε0 . This contradicts the Ãψ-convexity of A.
(iii)=⇒(i): Assume that A is Ãψ-convex, (Aψ ∩Ac) ⊂ A′(ψ), and (UP)ψ is satisfied.
By Proposition 3.21, we have that Āψ ⊂ Ãψ, and hence A is Āψ-convex. This yields,
using Theorem 3.15, that A satisfies the ψ-exterior sphere condition, and hence

bdryψA = bdryA = bdryA′. (19)

Now let x ∈ intA′ = Ac.
Case 1: x ∈ Aψ.
Then x ∈ (Aψ ∩ Ac) ⊂ A′(ψ).
Case 2: x ̸∈ Aψ.
Then 2ψ(x)dA(x) > 1, which yields that ψ(x) > 0 and dA(x) >

1
2ψ(x)

. Hence,

B̄
(
x;

1

2ψ(x)

)
⊂ A′, and this gives that x ∈ A′(ψ).

Therefore, intA′ ⊂ A′(ψ). Then, using (19), we obtain that

A′ = bdryA′ ∪ intA′ = bdryψA ∪ intA′ ⊂ A′(ψ) ∪ A′(ψ) = A′(ψ).

Thus, A′ = A′(ψ), which yields that A′ is the ψ-union of closed balls.

Remark 3.23. From (18), we deduce that if A is Ãψ-convex, then each point in
Ãψ has a unique projection on A.
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Corollary 3.24. [18, Theorem 3.7(iii)] Let A ⊂ Rn be a nonempty and closed set
with A = cl (intA), and let r > 0. Then A′ is the 1

2r
-union of closed balls if and

only if A is Ã 1
2r

-convex.

Proof. Applying Theorem 3.22 for ψ = 1
2r

constant, it is sufficient to prove that if
A is Ã 1

2r
-convex, then (UP) 1

2r
is satisfied and

(
A 1

2r
∩Ac

)
⊂ A′( 1

2r

)
. Since Ā 1

2r
⊂ Ã 1

2r
,

we deduce that A is Ā 1
2r

-convex. This latter yields, via Corollary 3.16 and Theorem
3.15, that (UP) 1

2r
is satisfied. Now we prove that

(
A 1

2r
∩Ac

)
⊂ A′( 1

2r

)
. We consider

x ∈
(
A 1

2r
∩ Ac

)
and a ∈ projA(x). We have x ̸= a and dA(x) = ∥x − a∥ < r. If

x ̸∈ A′( 1
2r

)
, then for ζa := x−a

∥x−a∥ we have r
(
a, ζa,

1
2r

)
< r. Since ζa is realized by a

∥x− a∥-sphere and ∥x− a∥ < r, we deduce that r
(
a, ζa,

1
2r

)
≥ ∥x− a∥. Therefore,

dA(x) = ∥x− a∥ ≤ r
(
a, ζa,

1

2r

)
< r.

Let y := a + r
(
a, ζa,

1
2r

)
ζa. We have a ∈ projA(y). Moreover, using the definition

Ã 1
2r

and since [a, y] ∋ x ̸∈ A′( 1
2r

)
, we obtain that

[a, y] ⊂ Ã 1
2r
. (20)

Add to this that A is Ã 1
2r

-convex and that

[projA(y), y] =
∪

b∈projA(y)

[
b, b+ ∥y − b∥ y − b

∥y − b∥

]

= {y} ∪
∪

b∈projA(y)

[
b, b+ ∥y − b∥ y − b

∥y − b∥

)

⊂ {y0} ∪
∪

a∈projA(y)

[
b, b+ r

(
b,

y − b

∥y − b∥
,
1

2r

)
y − b

∥y − b∥

)
⊂ Ãψ,

we have, via Proposition 3.2(iii), that projA(y) = {a}. For ε > 0, we define yε and
aε as the following

yε := a+
(
ε+ r

(
a, ζa,

1

2r

))
ζa = y + εζa, and aε ∈ projA(yε).

Taking ε sufficiently small, we can assume that yε ̸∈ A and that ε+ r
(
a, ζa,

1
2r

)
< r.

Hence, since ∥yε − a∥ = ε + r
(
a, ζa,

1
2r

)
> r

(
a, ζa,

1
2r

)
, we get that aε ̸= a. Now for

ζε :=
yε−aε

∥yε−aε∥ , we have due to ∥yε − aε∥ < ∥yε − a∥ = ε+ r
(
a, ζa,

1
2r

)
< r, that

[aε, yε) ⊂
[
aε, aε + r

(
aε, ζε,

1

2r

)
ζε

)
⊂ Ãψ.

Since yε −→ y as ε −→ 0, projA(y) = {a}, and using the closedness of the projection
map projA(·), we can assume that aε −→ a as ε −→ 0. Define

zε := λεaε + (1− λε)yε, where λε :=
∥yε − x∥
∥yε − a∥

=
∥yε − x∥

∥yε − x∥+ ∥x− a∥
< 1.
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We have zε ∈ [aε, yε], and ∥zε − x∥ = λε∥aε − a∥. Hence, since A′( 1
2r

)
is closed (by

Lemma 3.20), and x ∈
(
A′( 1

2r

))c, there exists ε0 > 0 such that zε ∈
(
A′( 1

2r

))c for
all ε ∈ (0, ε0]. This yields that [aε, yε] ̸⊂ A′( 1

2r

)
for all ε ∈ (0, ε0], and then by the

definition of Ã 1
2r

,

yε ∈
[
aε, aε + r

(
aε, ζε,

1

2r

)
ζε

]
⊂ Ã 1

2r
for all ε ∈ (0, ε0].

Hence, using (20),

[a, yε0 ] = [a, y] ∪ (y, yε0 ] = [a, y]
∪

ε∈(0,ε0]

{yε} ⊂ Ã 1
2r
.

Therefore, the two normal segments to A, [aε0 , yε0 ] and [a, yε0 ] are inside Ã 1
2r

and
intersect at yε0 . This contradicts the Ã 1

2r
-convexity of A.
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